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Preface

Corporate information is skyrocketing in business values; for enterprise,
what is best practice for developing and maintaining goals and standards to
enhance information management and business operations?

The growing need to incorporate and exchange information across net-
works has driven corporations to establish infrastructure for high-distribution
communities in a timely and safe manner. Service-Oriented Enterprise (SOE)
is lauded as a mainstream business-information collaboration solution due to
its decentralized, loosely coupled, and highly interoperable nature. Through
SOE, composite applications can be created, modified, and removed in a
dynamic use of services. This allows corporate information to be abstracted
from existing applications and data, and creating new possibilities for assets to
be either provided by external platforms or provisioned from external sources.

Within a business/commercial paradigm, SOE translates to a set of
flexible services and processes that an organization wishes to make available
to its customers, partners, and/or associates. From a technical perspective,
SOE evolves existing integration concepts into the notion of a contract — a
technology-neutral and business-specific representation of the function.

The history of the term network-centricity has represented different per-
ceptions in the realm of enterprise services. In such traditional Information
Technology (IT) domains as the telecommunications industry, networking
has comprised a complex and expensive asset-management effort for service
carriers. Network operators are consistently challenged to manage technolo-
gies and associated procedures that are continually growing and changing.
Efficiency of resource management via network-centricity has widely been
regarded as a cornerstone of business assurance.

X
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However, as network technologies develop toward increasingly modular-
ized and streamline design, the industry-wide shift is to a more complex
paradigm — one in which single providers are no longer capable of providing
comprehensive product sets to satisfy every need of their target customers.
In turn, this trend has driven service providers and network operators alike
from network-centric (resource-centric) practice, toward a service-centric
business paradigm that resets focus upon Quality of Service (QoS) and
service-level management.

The intent of this movement has been to improve efficiency of value-
chain model integration with other service providers. Greater alliance allows
service providers to leverage technology for product enrichment (through
value-chain implementation), while reducing costs and risks with the
relationship of destiny-sharing. In a context of service-provider operations,
both network-centric and service-centric practices aim to support horizontal
interoperability and efficiency. Some companies, marketing perspective,
promote the idea of user-centricity, proclaiming their strategies are proac-
tively driven by their end customer’s desires.

This means that, while corporate entities have striven to improve value-
chains by creating more “what-users-want” products, rapid advancements in
business and technology have indicated that optimal functionality rests with
neither service-centric nor user-centric practices. In essence, outcome
numbers are still intimately linked to levels of efficiency and effectiveness in
corporate operations both vertically and horizontally.

Following the advent of TCP/IP and the Internet, both of which have
wielded tremendous socioeconomic impact worldwide, the Department of
Defense (DoD) initiated a new IT revolution. Based upon the Global
Information Grid (GIG) model, and focusing on performance outcomes
of organizational adaptation, survival, and competency, Network-Centric
Operations (NCO) was created to address networked information sharing
and decision efficiency.

The applications of NCO are used by DoD in next-generation battle
applications for mobilized soldiers to obtain and provide thorough warfare
awareness in any place at any time. The vision of NCO is to foster an agile,
robust, interoperable, and collaborative organization in which martial, com-
mercial, and covert users all share knowledge on a secure and dependable
global network.

NCO enables excellent decision-making, effective operations, and
efficient process transformation. The concept of network-centricity in this
new context is no longer about telecommunications networks or computer
networking; rather, it regards an emerging body of organized behaviors per-
taining to real-time information management. This unprecedented level of
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information collaboration allows users and systems to share insights and add
values to a sharable knowledge community.

NCO is markedly different from a data-centric paradigm where data is
centralized for access — it allows geographically disparate users, units, and
organizations to act as a cohesive team. In sharing a common business-
operational picture, the process of information position to action (a figure
that DoD calls “speed of execution”) is optimized.

This invention has informed the direction of enterprises in different ways
than in the defense industry. In the commercial arena, adoption of SOE en-
courages enterprises to employ Service-Oriented Architecture (SOA) as the
supporting technology. Yet, as business operations began moving away from
the legacy flow-through process into an SOA-based flat and peer-to-peer
framework, some weaknesses of pure SOA surfaced. For instance, some cru-
cial business attributes and relationships were sacrificed for SOA transforma-
tion, and the new stateless paradigm requires intricate service designs to
compensate for displaced hierarchical relationships. Additionally, while SOA
has reached a certain level of maturity in most deployments, it remains in its
nascent phase per wireless applications, especially with ad-hoc networking.

Network-centricity in general business operations assists in making any
system’s business data available to all users at any time, subject to security
and access controls. Another notable feature, from an implementation per-
spective, is that new systems only need to be developed when new informa-
tion is required.

To differentiate from the military’s NCO, the term Network-Centric
Business Operations (NCBO) is used throughout this book to detail illustra-
tions of enriched and generic enterprise applications. In essence, it is this
combination of business policies, techniques, and procedures that allows
networked resources to create decisive Information Superiority (IS) in
business operations.

A comerstone of successful NCBO is up its ability to leverage enterprise
services and capacities in order to share workforces across departments, or-
ganizations, or companies. Such capabilities amount to an optimization of
corporate-data management. Supported by reliable, consistent, and predictable
communications between services that are deployed across a distributed enter-
prise, NCBO can reach higher standards in business fulfillment and assurance.

The insights and values of this new concept are critical to an enterprise’s
success; thus, it should be seen as a general advantage to business opera-
tions. Furthermore, exposure of NCBO to the whole enterprise as an
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integrated framework (work processes, data flows, Web services, network
communications, et al.) can impact existing corporate cultures. An example:
the on-demand computing feature of NCBO, capable of dynamically shifting
work between similar services and routing the results, can help enterprises to
identify and leverage similar or redundant resources. This forces an enter-
prise to reshape its organizations and responsibilities.

Network-Centric Service-Oriented Enterprise (NCSOE) is seen as her-
alding the next generation of enterprise-level business information collabora-
tion. Using an NCBO framework, NCSOE can enforce information and
decision superiority in decentralized, loosely coupled, and highly interoper-
able service environments. From a standpoint of system integration, this
book establishes a system-to-system view of information technologies, offer-
ing a synergistic combination of data- and information-processing capacities
upon an innovative network-management framework.

Maximizing the advantage of SOA openness, NCBO presents compelling
additions to support optimization of corporate performance and investment
yield. Although GIG working with SOA is not a new idea (in fact, many
government projects such as Federal Enterprise Architecture have compre-
hensive requirements in project management and interface standards), it is
worthwhile to acknowledge that the uniqueness of this book is its practical
focus upon tightly integrated business policy, quality-control monitoring and
capabilities, and wireless network technology that addresses the entire
spectrum of NCBO implementation.

This book begins by examining current service-oriented technologies and
their associated service-management aspects, including two detailed models
courtesy of DoD and TeleManagement Forum (TMF). Subsequently, these
subjects are extended to cater to wireless-networking technologies in trans-
port services, concentrating upon ad-hoc networking and sensing applica-
tions. Attention then is given to areas of service management — specifically,
monitoring and control for QoS and Information Assurance (IA) are
addressed. The concept of integrated IA stands beyond the existing security
scope, presenting a rule-based framework in which data security is incorpo-
rated within the enterprise-data strategy. Currently, integrated rules permit
business missions to be closely interrelated with assurance requirements.

Establishing and expanding upon an integrated data and information
strategy is the main thrust of this book. A knowledge-management chapter
herein examines current methodologies alongside the concept of NCBO.
Different advanced data fusions are profiled in the chapter as foundations
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for accomplishing IS. To contend with accelerating changes in technology
and services, guidance per implementation and management for emergent
Enterprise 2.0 technologies is given in the book’s final chapter. This book
concludes with a glimpse of potential NCBO applications in SOE, including:
financial operations, customer-relationship management, workforce man-
agement, and telecom-business process management.

William Y. Chang
Irvine, California

July 2007
WWW.ncsoe.com



Foreword

Today’s enterprise platforms and software businesses comprise a dauntingly
complex environment that challenges nearly every aspect of corporate opera-
tions. This overall complexity is particularly apparent in the critical areas
of software development, computer networking, system integration, service
delivery, and quality assurance.

The core component and critical enabler of a Service Oriented Enterprise
is the Service Oriented Architecture (SOA) and Common Operation Picture
(COP) technologies. SOA is a style of information system architecture that
enables the creation of applications built by effectively combining loosely
coupled and interoperable services. An effective implementation of SOA and
COP lies upon a network-centric business operation while information is
collected and organized into sensible intelligence and knowledge.

The Network-Centric Service Oriented Enterprise (NCSOE) presents a
system-of-systems framework that can assist the system integrators and
solution vendors in establishing a feasible path for achieving operational
openness and efficiency. For instance, applications of Platform as a Service
(PaaS) adopts the concept that platforms are costly, therefore the ability to
create a platform through a subscription service can avoid associating applica-
tions on one physical platform. As the result, the corporate applications, data,
and users can be moved around more effectively and economically. While the
virtualization paradigm may introduce overhead and impact the computing
performance, NCSOE offers a new breed of solution that improves the speed
of communication by breaking through the barriers of business domains and
application segments.

Being a seasoned system integrator, the author offers a staging guidance
with practical samples and methodologies for the development and fielding
of network-centric, service-based solutions for different business sectors.
The content of the book provides a useful background for readers who are

XV
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interested in practicing service-based business, operations, engineering,
networking, knowledge-management, and cross-value-chain integration.
It is a reference book that architects, developers, and technical managers may
well want to keep handy when designing network-centric solutions for the
enterprise.

William J. Wanke
President

Service Delivery Solutions
Telcordia
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Chapter 1
INFORMATION SUPERIORITY

Information technology (IT) oriented enterprises have entered into
a new era where information sharing within the company is no longer just
application-to-application or machine-to-machine. Traditionally, these plat-
form-centric computing applications offer vertical benefits that fulfill the
functional requirements of a particular company within an enterprise. One of
the most vibrant and revolutionary subjects in the area of business perform-
ance management today is the new network-centric view of business practice
that provides bottom-line benefits. A networked business environment that
can provide reliability, performance, and access to core business information
and processes is an ideal environment for the next generation enterprise.

Network-Centric Business Operation (NCBO; section 1.4) is the integra-
tion of all stakeholders within the enterprise, and can extend to include (in a
secure and controlled manner) other business partners.

NCBO is different from the telecommunication industry’s “network-
centric” systems that focus on the performance of physical connectivity as
driver of business operations; NCBO is part of the next generation Informa-
tion Management, comprising the enterprise’s core technology and opera-
tional platform. NCBO thereby possesses a collection of combined business
policies, techniques, and procedures to ensure that networked information is
seamlessly employed to create decisive information superiority.

Thus information superiority and the operational spirit of NCBO go
beyond telecommunications networks or computer networking; it becomes a
concept of business and organizational behavior. With this new understand-
ing, the potential applications of NCBO can contribute to the coalescence of
the tactical, operational, and strategic levels of service-oriented business
management.

One of the key features provided by NCBO is its capability to support
speed of execution — the conversion of superior information into action that
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compensates for the weakness of the existing Service-Oriented Architecture
(SOA; section 1.3). The focus of this chapter is to provide insights into why
marrying NCBO and SOA is critical for an enterprise’s success. This chapter
provides the necessary descriptions of the new concept, major functional com-
ponents, and methodology that will be used throughout the entire book [1].

1.1  Information Management

Information Management (IM) is the foundation for achieving informa-
tion superiority. Operational advantages of information superiority are
obtained through the systematic provision of clear, accurate, and useable
information. This section portrays the history, scope, and business drivers of
Information Management.

1.1.1 What Is Information Management?

Information Management achieved a high visibility in the mid-1970s as
the National Commission on Federal Paperwork was seeking cost reduction
in satisfying the demands for paperwork by the Federal bureaucracies. In its
early days, Information Management had limited definition. It only included
data resources such as production data, market research data, and personnel
records. In this limited scope, Information Management largely dealt with
files, file maintenance, and life-cycle management of paper and a small
number of other media. At that point in time, Information Management only
encompassed the knowledge of what documents existed regarding a particu-
lar subject, where they were located, what media they were stored on, who
owned them, and when they should be destroyed [2].

By the late 1990s when information was regularly disseminated across
computers and other electronic devices, Information Management had
evolved into a powerful resource for organizations. The information opera-
tions shifted from passive document management to a progressive business
knowledge acquisition capable of collecting one or many disparate knowl-
edge sources.

Under the new role, Information Management deals with the value, qual-
ity, ownership, use, and security of information in the context of organiza-
tional performance. The current service-oriented computing environment has
given enterprises open access to common processes, application services,
and information. Through a browser, business organizations can eliminate
the need to support multiple interfaces, multiple versions, duplicate func-
tionality, and fractured operational data versions.
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Figure 1.1. The requirements of Information Management.

Figure 1.1 uses a stacked arrow and a pyramid figure to illustrate this
trend. In the arrow chart, enterprise data can be processed from the “raw”
data to sensible business information, to knowledge for improving tactical
business tasks, and ultimately to business wisdom upon which executives
can make strategic decisions. The pyramid figure depicts a process life cycle
of end-to-end Information Management. In this bidirectional flows, the busi-
ness architecture [3] delineates the means by which an organization effi-
ciently plans, collects, organizes, uses, controls, disseminates, and disposes
of its business missions. Through information architecture, the enterprise
ensures that the contents and values of that information are identified and
exploited to the fullest extent down to the system level. Data architecture
and the bottom layer deliverables, in turn, address the implementation and
operational aspects of repository, translation, monitoring, reliability, per-
formance, and accessibility of the deployed services. At every layer of the
pyramid, feedbacks are essential for the adjacent higher layer to be aware of
any potential gaps or areas of improvement.

1.1.2 Drivers of New Information Management Paradigm

The new Information Management can be envisioned as organizing and
utilizing data, adapting to the knowledge [4] world by incorporating new
responsibilities for strategic thinking that cut across organizational bounda-
ries and business partners, and to inform executives and service managers
about business conditions that demand immediate action. Figure 1.2 depicts
the position of Information Management with other enterprise functionalities:
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Figure 1.2. The position of Information Management.

Today, information silos are the bane of most organizations as they try
to integrate and share data to get a clearer understanding of customers, pro-
ducts, and other objects of interest. In addition, regulatory compliance, perform-
ance management, and collaborative business relationships demand a single
view of relevant information [2,5]. Expectations of the new Information
Management include full capabilities of an enterprise to provide a successful
balance of technologies, processes, competencies, and skills in order to
ensure the managed information is focused, coordinated, measured, supported,
and controlled across the business. A common goal of achieving corporate
transformation to the new method can be facilitated by high-level business
processes and the proper adjustment of personnel roles and responsibilities.
A successful transformation can increase the enterprise’s competitive posi-
tioning. Today’s drivers for the improved Information Management can be
summarized as Business, Technology, and Operations [6,7].

1.1.2.1 Business Drivers

The requirement of information-intensive interactions has moved under-
lying economics significantly. Businesses require increasing competitive
advantage, and the aiding of strategies through both IT and the commercial
and corporate usage of information networks. Corporations establish symbi-
otic relationships with their value-chain partners and belong to a part of a
continuously adapting ecosystem to increase the speed and profitability in
both sales and services. Integration needs to be accomplished in both the
vertical as well as horizontal directions. Horizontally, timelines can be com-
pressed by linking suppliers and customers. Vertically, demanded product
and productivity can be achieved by the integration consisting of a high-
powered information grid [3,8,9] a sensor grid, and a transaction grid.
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Emerging industries and business collaboration requires in-depth Infor-
mation Management to improve their strategic decision-making. To ensure
successful execution of a tactical mission in the corporation, the enterprise
needs to address the business, organization, people, processes, and culture
that are suitable for cross-enterprise operations. The resources identified in
the new business model may dictate the socialization of the service-system
approach. To achieve this new business goal, corporate employees need a
richer understanding of the data and its context above their existing prac-
tices. An example of this is that integrated information silos that realize
horizontal data fusion (chapter 8).

Enterprise-level collaborated templates implement the strategy for
common shared services and provide guidelines for cross-channel and cross-
enterprise services. Using these can significantly reduce the turnaround time
for publishing information across the organization. Furthermore, improving
the organization’s and the individual’s visibility to accurate information can
influence the quality of the products and services.

1.1.2.2 Technology Drivers

For enterprises that provide information products to their customers, the
exploded and growing demands of information sharing and interactions
among applications have impacted individual user’s behavior as well as the
service provider’s strategy to macroeconomic issues. Web-based technolo-
gies, combined with high-volume, high-speed data access, and technologies
for high-speed data networking are leading to the emergence of network-
centric computing. For example, the emergence of the Google network pub-
lishing model allows any information to be created, distributed, and easily
exploited across the extremely heterogeneous global computing environ-
ment. This so-called “Google Grid” married with on-demand service can
seamlessly support in-band data delivery, broadcast, and pay-per-view
services for highly profitable customer-centric businesses.

Converged network technologies allow very high-speed networks em-
ploying coaxial cable, optical, and wireless techniques to simultaneously
deliver all types of content such as traditional computer data, downloaded or
streaming music and radio, Internet-based telephone (e.g., VoIP), and Video-
On-Demand (streaming video). The trend of wireless technology has gone
beyond the third generation (3G) networks (chapter 3). Service providers
aim to provide a high degree of mobility enabling users to access ubiquitous
services “anywhere, any time” by a rapidly proliferating choice of high-
speed wireless connectivity options. Examples of wireless mobile networks
include the Institute of Electrical and Electronics Engineers (IEEE) 802.11
series for hot-spot application, the 802.16 WiMAX for longer range commu-
nications, and Bluetooth for shorter distances.
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Mobile networks are spontaneous in nature and highly self-organized.
This means the network can be rapidly formed or dissolved by the participat-
ing devices (chapter 3). One of the most noticeable mobile network applica-
tions is autonomic data sources, or intelligent sensors (chapter 4). The
sensing applications are traditionally used for environmental monitoring
(e.g., humidity for agriculture- and weather-forecast, and vibration for vol-
cano- and earthquake-monitoring) or military applications; European and
Japanese car manufacturers are beginning to incorporate ad-hoc networks
with sensors in automobiles for collision protection.

Emergent networks involving on-demand alternatives such as mobile
networks introduce a new level of economic benefits and tie contents and
Quality of Service (QoS; chapter 7) into the service feature. The network
management policies and tools which empower effective information ex-
change across their service sectors become essential to the enterprise’s
service management (chapter 5). Managing highly flexible and dynamic
networked applications presents very difficult technical and operational
problems to solve. Although the traditional management for a land-line net-
work is mature in every aspect, there is still no integrated network manage-
ment available that is capable of managing these new types of heterogeneous
networks (infrastructure and infrastructure-less).

1.1.2.3 Operational Drivers

Information Management is shifting from being a business enabler to
being a business contributor, and is playing a central role in the future of
business strategy. To a certain extent, effective business management does
not solve business problems unless it is tied directly to business and govern-
ance objectives. Figure 1.3 illustrates this cross-relationship where busi-
ness assurance and corporate-rule compliance form a centerpiece situated
between the corporation’s values and operational efficiency. As shown, enter-
prise risk management is driven by compliance and business assurance
capability. By aligning Information Management with business objectives,
information becomes a business contributor and can assure the business
meets its vision and goals.

At the strategic level, such assurance is applicable to legislation such as
Sarbanes-Oxley (SOX) and Health Insurance Portability and Accountability
Act (HIPAA) (i.e., rules and practices that corporations must follow to keep
financial reports correct and reliable and securely accessible), International
Financial Reporting Standards such as Code of Federal Regulations (CFR)
Part 11, risk management, compliance management, and operational
compliance.

At the tactical level, data analytics for service or production monitoring,
quality, performance, satisfaction, risk, and auditability can be improved.
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Appropriate control and feedback mechanisms can provide enterprises con-
tinuous enhancement of both new and existing processes.

A Service Level Agreement (SLA) [10] is a contractual agreement
between a service provider and a customer, between cooperating service
providers, or interorganizational; it mandates specific service objectives. The
applications of SLAs in interorganizational agreements are seen in help-desk
services, network performance monitoring, and other internal processes.
Quality measures and penalties/costs for a specific SLA agreement are
defined within and tracked by the system called Service Level Management
(SLM; section 9.7). It is important that SLM have a real-time capability to
track the governance specifications including service levels, problems,
improvements, and costs to enforce the compliance rules for managing
business services. An effective SLM should possess a governance model
mapping corporate, business, and technological policies, and ensuring app-
ropriate resource allocation, services utilization, technology compliance, and
security. Networked with customer relationship management (CRM), SLM
can assist marketing and customer service employees to obtain a clearer un-
derstanding of customers. Figure 1.4 portrays a typical flow of a wireless
carrier where a home/primary service provider has multi-ladder SLAs with
different service providers in the value chain, including function and process
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service providers, third-party service providers, hardware/software service
providers, and so forth [10,11].

Service discovery occurs when a service consumer accesses information
or resources during use. Discovery promotes reusability, minimizes redun-
dant efforts, enables loose coupling through service virtualization, and facili-
tates the implementation of applications through service composition and
orchestration. Through a standards-based registry mechanism, service users
can always “plug-and-play” with the latest and greatest services offered by
the providers and do not have to keep track of the location of the service
provider. From the service provider’s perspective, service discovery pro-
vides the registry platform for publishing and organizing networked services
for discovery without having to change the configuration and architecture of
the existing services. In summary, run-time discovery facilitates information
exchange in a fast moving (e.g., disaster recovery mission) environment
where resource discovery and traffic management can be commanded in an
ad-hoc nature.

Services and capabilities can be leveraged to share work across providers
for both pre-planned and ad-hoc tasks, such as automatic farming for
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on-demand computing. In mission critical applications, business transactions
in an open network demand a robust security framework, including encryp-
tion and authentication. Role management concerns the services that are
executed on behalf of some user or user role. It also manages whether a ser-
vice can act as an autonomous agent acting on behalf of the enterprise or
some Community of Interest (Col; section 8.1.1). To satisfy the new business
requirements, installation of transport and message level security at multi-hop
scenarios to manage across boundary conditions is important. Some inter-
mediary examples include routers, policy enforcers, and business process
coordinators.

Equally important are disaster recovery, business continuance, and disas-
ter management. They define functions and architecture features that are criti-
cal components of the new Information Management infrastructure.

1.1.3 Achieving Information Superiority

Knowledge is power. The generation and exploitation of competitive
awareness has emerged as a key enabler of effective decision-making and a
principle component of competitive advantage in many sectors of the econ-
omy. Dominant competitors, as shown in many applications, can generate a
high degree of awareness in their respective business domains and in
extended business ecosystems. The benefits of utilizing the new Information
Management are as follows [6,12]:

e With the extended information from corporate contacts, connections, and
channels of communication, the enterprise users are able to expand their
reach into mission terrains, service fields, markets, or suppliers that are
not available in their private domains.

e By providing access to a wealth of relevant information and knowledge,
including the latest analytical reports, action plans, operational picture,
and the insights of subject matter experts (SMEs), the information users
and enterprise executives can reduce information uncertainties and risks
to promote a higher level of business and situation awareness.

e When available knowledge and wisdom are beyond the original scope, it
can sometimes provide the enterprise executives a different perspective
toward a business case. The new vision can give them the power to elimi-
nate or reduce obstacles, or even convert potential competitors into
operational partners.

e Based on the additional knowledge, the enterprise can align with larger
value-chain partners to pursue broader common interests. As a result,
anything that benefits one of the value-chain partners also benefits the
enterprise.
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o The enterprise executives can use the superior information in the partner-
ship negotiation to produce a positive spiraling effect or downward spiral
in an enterprise’s favorable direction, depending upon different situations.

e The new insight of business operations or intelligence that have direct or
indirect influences to one business case can reduce the amount of time,
energy, systems, and services that must be devoted to conflict resolution
and stress management. This result allows the enterprise users or execu-
tives to free up resources for more profitable pursuits.

e The availability of information with respect to resources, talents, and
strengths that are controlled by other business identities can empower the
executives by multiplying their enterprise’s capabilities and compensat-
ing for their limitations.

e With continued success in the industry, the frame of positive business
practices can make the enterprise a more positive, ethical, and friendly
place to work. This in turn attracts better employees.

To achieve Information Superiority, this book aims to provide an enter-
prise level solution using the service-oriented paradigm. In section 1.2, the
Service-Oriented Enterprise (SOE) will be articulated at the blueprint level,
describing the “what” of the solution. In section 1.3, the Service-Oriented
Architecture addresses how the solution will be constructed. These following
two sections cover Service-Oriented Computing starting with the concept
of Network-Centric Business Operations; additionally, the enabling Infor-
mation Management functionalities to support the enterprise services are
highlighted.

1.2  Service-Oriented Enterprises

Enterprise in the context of this book is defined as an organization or
cross-organizational entity performing with a specific business scope and
mission. Decision-making in an enterprise environment is heavily influenced
by dynamic patterns of collaboration and associated with different levels of
accountability. This requires information integration across the management
processes, operational processes, and supporting processes scattering across
many functional areas as different services.

1.2.1 Service and Service Types

A service is a reusable logical object that exists as an independent func-
tionality or mixed with other services. It is offered by a service provider to a
consumer or a user through a contractually defined “interface”. A service
can be implemented by a set of software, process, procedure, or the combi-
nation of the three. Each service can offer one or more operations or
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functions. In this sense, a service becomes a commodity. Thus, the consumer
of a service is not concerned with implementation details [13,14].

A service interface contains some combination of syntactic, semantic,
and behavioral information which specifies the provider’s obliged action on
behalf of the consumer and the consumer’s responsibilities in using the inter-
face. The syntactic information delineates operations that provide the function-
ality of the service. A separation between semantic and syntactical descriptions
allows the customer to discover whether two services perform the same
or similar tasks. A complete service interface should include two specifica-
tions to address the consumer and the supplier aspects. The service customer
specification addresses the consumer-oriented aspect of a service including a
separate specification for each interface and their associated operations, such
as functionality, cost, and expected service quality. The service provider
specification addresses the supplier-oriented aspect of a service describing
the implementation constraints that govern a solution or solutions which
realize the service.

Conceptually, the implementation of service can be an independent effort
where the service customers can start utilizing portions of the offering while
the providers are still delivering the same service through the same interface.
It is also important to note that not all functionality needs to be offered as
services although most enterprise processes or sub-processes will eventually
evolve into them. The enterprise services can be classified as the following
three types:

e Commodity Services are the functionally generic and stable service group
for an enterprise. Examples of these services are employee salary and
benefit managements. Because this type of service can be rather generic
and ubiquitous for use at low risk of failure or poor performance, it is
often a candidate for outsourcing.

e Core Business Services are the service group that represents the essential
characteristics of the enterprise and supports their core business attributes.
These services are likely to be volatile and require a certain degree of
change due to the nature of business competition. Examples of this service
type are pricing management and customer relationship management.
These services can be self-contained but often reusable during different
offering life cycles.

e Value-added Services are a set of functionalities which can reflect the
special value an enterprise can offer to a target market. As a market dif-
ferentiator against its rivals, the enterprise’s offerings are often highly
innovative and require constant changes to maintain its competitive
advantage. Examples of this service type are new technology and new
value-chain flows. To exploit value-added features to the market quickly,



12 Network-Centric Service-Oriented Enterprise

these services should be designed with more dynamic paradigms to reduce
the risk of time-to-market.

As seen in the above discussion, enterprise services involve major strate-
gic business decisions on the sourcing and usage of services. Sourcing con-
cerns how services should be classified and provided, for example, whether
a service should be classified as core-business or value-added, or whether
they should be outsourced or performed internally. Usage concerns the target
customers and how the services should be offered, for example, whether an
external value chain can be included as part of the offering or a scale-down
market is preferable. The consideration and decision-making processes of
these subjects should be part of the core operations of the enterprise.

1.2.2 What Is Service-Oriented Enterprises?

An enterprise includes interdependent resources such as people, organi-
zation, process, and technology. The category of people is represented as an
abstract collection of knowledge and expertise. They are further classified
and allocated into different organizations depending upon business missions.
The enterprise processes are business processes and products, applications,
and data. The technology category includes software and hardware infra-
structure which coordinate business functions and share information in
support of a common mission or set of related missions.
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Figure 1.5. Enterprise resource relationships.
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Although often associated strictly with information technology, these
four interdependent resources relate more broadly to the practice of business
operations. For instance, the people and organization define the mission,
the information necessary to perform the mission, and the technologies nec-
essary to carry out the mission. With the same or different sets of people, the
processes for implementing new technologies then are executed in order to
align with the organization’s core goals and strategic direction.

As shown in Figure 1.5, business goals of a Service-Oriented Enterprise
(SOE) are supported by the four resources in a protective environment for
effective and efficient data and technologies management to conduct
business. The supporting characteristics are listed as below:

1. The protection comes from the governance functions for setting priorities
for investment, efforts and usage of the information, and data in accor-
dance with the regulation and guidance.

2. The technology resource covers the enterprise-wide technical infrastruc-
ture that supports access, use, management, and delivery of data, applica-
tions, and key performance indicators for seamless business operations.

3. Decision-making can be improved by incorporating location-based
approaches, data, tools, and knowledge into the business.

4. The data provides the enterprise partners, value-chain stakeholders, and
corporate users the information they need to carry out the shared business
processes needed for making decisions.

5. The applications provide enterprise partners, value-chain stakeholders,
and corporate users with the applications (via service interfaces) to
access, manage, use, analyze, present, and interpret the enterprise data to
conduct business.

6. The service models situated between technology, people, and applications
to establish an abstract and unified service view for the management
communities inside or outside (for service providers or value-chain part-
ners) the enterprise to effectively manage the data and technologies.

To satisfy the enterprise customers and users, the technology resource
should provide appropriate services to support business operations. A service
is typically defined as a collection of interface contracts and contractually
defined behaviors that can be provided by an enterprise resource for use by
any of the enterprise resources. In the telecommunications and information
services industries, enterprise services can be classified as a set of capabili-
ties provided by set of systems or utilities to their service consumers. Such
service offerings may include telecommunications or network transport
services, services that handle information resources including the storage,
retrieval, manipulation and visualization specific to the resource, and man-
agement services including fault, configuration, accounting, performance
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and security functionalities, as well as service life-cycle management,
service instance management, and user life-cycle management.

1.2.3 SOE Objectives

Service orientation focuses on how services support the dynamic discov-
ery of appropriate services at run time. From a service customer’s perspec-
tive, service providers are substitutable as long as the functionalities comply
with the contract imposed by the service description. With this principle, a
successful Service Oriented Enterprise can connect business processes both
horizontally and vertically. The infrastructure supported by SOE provides an
enterprise architecture and security foundation to execute any services
consistently across the enterprise. The objectives of SOE can be defined as
following:

e The new technology should be capable of quickly responding to a user’s
request or creating an environment that facilitates business-to-business
commerce in a way that large volume messaging, orchestrated processes,
long-running transactions, registering electronic business services, and
secured messaging can be managed effectively.

e The new technology is expected to possess the capability of scalability
to reasonably grow the capacity of the computing resource and the capa-
bility of predictability to add functions in increments.

e The target solution should have a certain level of insured uptime for the
measure of reliability.

e In addition to scalability, the solution should be easily and cost effec-
tively deployable and redeployable for any new or updated application.

e Any changes to the deployed solution should have the ability to be
quickly changed in terms of system functionality as of the consideration
of business agility.

e Any new functionality developed can potentially be reusable in other
applications without major design and development efforts.

e At the system level, new services or applications can be easily integrated
with other systems or solutions.

1.24 SOE Architecture

From the perspective of service implementation, the SOE defines “what”
and “with who” of the enterprise service solution. The SOA defines the
“how” of the service solution and the Service-Oriented Computing (SOC)
defines “where” a service paradigm should be applied to software and busi-
ness functions. Contrasted against traditional SOA platform architectures
which have placed more emphasis on integration within the platform rather
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than across platforms, SOE architectures focus more on cross-platform coor-
dination and information collaboration. The SOC assembles the realizations
of the technologies such as Web services and workflow languages in accor-
dance with the specified architecture [15].

' N
Strategic Enterprise Service Oriented
Level Architecture Enterprise
Tactic Solution Service Oriented
Architecture Architecture
Level
System Service Oriented
) Architecture Computing
Operational
Level
Information Provision
| vy

Figure 1.6. Service-oriented business framework.

In the ideal situation, services are designed top—down at the SOE level;
business functionalities are defined at the Enterprise Architecture or strategic
level, including the corporate level business planning and policies. These
functionalities are further decomposed in lower level services at the Solution
Architecture or Tactic level. The overlap between SOE and SOA at the right
column of Figure 1.6 shows a seamless transition between tactical and stra-
tegic layers. From this point on, collected services are assigned to different
systems where each service may interact with various other services to
accomplish a certain task.

Depending upon the defined functionality, operations of one service
might be a reuse and/or combination of several low-level functions. In that
case, these low-level functions are not considered services. The operational
level dictates the system and task-level activities as well as Information
Management as depicted in Figure 1.6. The applications of the top—down
approach include process modeling, functional decomposition, policy and
business rules analysis, and domain specific behavior modeling of new sys-
tems enabling integration across business functions. As shown, the top-—
down approach can be conducted in parallel with a bottom—up analysis such
as modularizing existing legacy assets for service exposure, integrating ser-
vices across multiple applications for a business objective, or implementing
individual Web services.
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SOE brings interoperability and agility to the forefront of the enterprise
solution design. A major theme for the SOE is to assume System of Systems
(SoS; section 1.5) integration and can include Business Process and Applica-
tions Management, Value-Chain Partner Integration, Application Integra-
tion, Service Application Development, and Service Network. As shown in
Figure 1.7, Service network enables the same base communication mecha-
nisms within an application, between applications, as well as between value-
chain partners.
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Figure 1.7. Enterprise resource relationships.

1.24.1 Business Process and Applications Management

The SOE is also a driver of the next generation process-driven architec-
tures where process-driven architectures decouple the process-logic from the
business logic. In a process-driven architecture, a process is broken down
into activities and each activity is further broken down into tasks. Informa-
tion in a process can be executed inside of a “process engine”. The process-
driven architecture leverages the SOE to provide a consistent means of
accessing the variety of systems that are utilized across a process, and nor-
mally exists in the form of Business Process Management (BPM). Business
Applications Management (BAM) provides a generic means to visualize the
health of SOA-based business services (chapter 10). It assists the enterprise
to plan, manage, configure, and optimize service applications based on the
service level contracts and ensure compliance of the business objectives. It is
also responsible for tracking availability and performance of the offering
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services and helps the service provider to isolate, diagnose, and fix the high-
est-priority problems.

1.2.4.2 Value-Chain Partner Integration

Value-chain partner integration is sometimes called partner integration or
trading partner integration; it exists in the form of Business to Business Inte-
gration (B2Bi) and encompasses the automated exchange of information
between different organizations such as partners, customers, suppliers, dis-
tributors, and others. Comprehensive partner integration can:

e Automate the flow of transactions between suppliers, customers, and
trading partners and represent one of largest areas of opportunities for
using technology to streamline business processes.

e Enable collaborative business relationships that facilitate real-time deci-
sion-making, accelerated cycle times, and better monitoring of partner
performance.

e Deal with the complexity and expense needed to integrate a wide variety
of heterogeneous IT systems and business processes across existing and
future business partners.

1.2.4.3 Application Integration

The function of Application Integration is to integrate information
between “application silos”. This is also known as “Enterprise Application
Integration (EAI)”. EAI intends to transcend the simple goal of linking ap-
plications, and attempts to enable new and innovative ways of leveraging
organizational knowledge to create further competitive advantages for the
enterprise.

The applications that are discussed within the scope of EAI include sup-
ply chain management, customer relationship management, and business
intelligence and integrated collaboration environments. EAI is the process
of linking these applications and others in order to realize financial and
operational competitive advantages. The advantages of EAI are its capability
to provide information access among systems in real time, streamline busi-
ness processes, and maintain information integrity across multiple systems.
Traditionally, its challenges are high-development costs, time and resource
consuming, up front design requirement, and increased management as the
number of applications increases. The usual set of tools for supporting EAI
includes message queuing and gateways, distributed transaction monitors,
communication brokers, events and states monitoring, and business process
management tools. The standards related to these technologies include
message-flow languages such as Business Process Execution Language for
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Web Services (BPEL4WS), data transformation vehicles such as Extensible
Style-sheet Language Transformations (XSLT), and adaptors such as Web
services.

1.2.4.4 Service Application Development

The paradigms of software development have moved from structured
programming, to object-oriented programming, to component-based, and
now to a service-oriented programming style. The new paradigm embraces
the advantages from the previous generations and more emphasis is placed
on asynchronous messaging, XML for identifying data types, and an increa-
sed use of protocols over application program interfaces (API). Service-
oriented applications are composed of the run-time loose bundling of services
and apply the concepts of a SOA to the design of a single application. To
create a sensible application for a SOE environment, the loose bundling
is counter to the tighter compiling technique used to bind many object-
oriented systems. Each individual service is compiled, but the orchestration
between the services is usually hosted in an orchestration engine where run-
time binding takes place.

1.24.5 Service Network

A Service Network is an application level network that leverages a SOA
and is composed of a number of Service Network Participants and many
Services. It extends beyond the firewall and may integrate with Service
Networks of other companies by the standardization of the protocols used to
communicate. Unlike traditional applications which were built discretely,
applications and the network now become one entity in a Service Network.
It is often difficult to identify where one application begins and ends.

1.3  Service-Oriented Architecture

As delineated in the previous section, the Service-Oriented Architecture
(SOA) defines the “how” of an enterprise service solution will be imple-
mented. It is an enterprise-scale IT architecture for linking resources on
demand. The first SOA method was announced in 2004 Service-oriented
Modeling and Architecture (SOMA). The SOA consists of a set of business-
aligned IT services that collectively fulfill an organization’s business proc-
esses and goals. A service, in this context, is a discoverable software
resource with an externalized service description. This service description is
available for searching, binding, and invocation by a service consumer. In a
SOA, resources are made available to participants in a value network, enter
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prise, or line of business (or LOB, typically spanning multiple applications
within an enterprise or across multiple enterprises). Business process flows
can be supported by choreography of these exposed services into composite
applications. An integrated architecture supports the routing, mediation, and
translation of these services, components, and flows by an Enterprise Ser-
vice Bus (ESB). The deployed services must be monitored and managed for
quality of service and adherence to non-functional [16,17].

1.3.1 What Is Service-Oriented Architecture?

The concept of a SOA is based on an architectural style that defines an
interaction model between three primary parties as shown in Figure 1.8.
These three parties are:

e The service provider who publishes a service description and provides
the implementation for the service. It is responsible for supplying service
objects that implement service functionalities.

o The service consumer who can either use the uniform resource identifier
(URI) for the service description directly, or can find the service descrip-
tion in a service registry and then bind and invoke the service.

e The service broker who provides and maintains the service registry. The
registry contains a set of service descriptions along with references to
service providers; it provides mechanisms for service publication,
removal, and discovery.

The basic interaction pattern that characterizes service orientation
shows in the figure where the service provider publishes a service descrip-
tion in a service registry. A service consumer later queries the service regis-
try to discover services in accordance with the criteria relative to a service
description. If a service provider meets the published criteria, the service
registry returns the provider’s references to the service consumer. If multiple
responses are returned to the service consumer, it is the service consumer’s
responsibility to select a target service provider to which it will bind. Upon a
successful bind action to the provider, a service object is returned by the
service provider. After completing the service interaction, the service object
can be implicitly or explicitly released.



20 Network-Centric Service-Oriented Enterprise

e N

Customer obtains service
Descriptions from Broker or
directly from Provider

X use ) Lo realize . :
Service Customer I:]’ Service Description Service Provider
1
1

+ invokeService ()
! + bindToService ()
+ releaseService( )

T

1
1
Discover -

= =|Publish/Remove

ervice Registn
+ publishService( )
+ removeService ()
+ discoverService ()

Figure 1.8. SOA interaction model.

With this flexible architecture — primarily by the separation of interfaces,
implementations, and binding protocols — the choice of a service provider
can be deferred until run time so that greater business agility can be achieved.
This feature helps businesses respond more quickly and cost-effectively to
the changing market conditions they may face by promoting reuse and inter-
connection of existing IT assets rather than more time consuming and costly
reinvention. However, to enforce the QoS requirements to their service con-
sumer with or without this flexibility, the service provider should ideally
implement a governing framework with declarative policies to support their
service commitments [17]. Chapter 7 will provide more in-depth discussion
about service quality and its management.

SOA is an evolution in architecture as it captures many of the best prac-
tices or actual use of the architectures that came before it. It can be used as a
business mapping tool allowing business developers to define business ser-
vices and operating models, and thus provides a structure for IT departments
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Figure 1.9. Attributes of a SOA management.

to deliver the actual business requirements. This changes the relationship
between service developers and IT system developers such that services can
be properly represented in the business view, not just in the way that tech-
nologists think the business services should be.

Figure 1.9 depicts sample attributes of a SOA where service is decom-
posed into functions and descriptions to support a decoupled relationship
between providers and consumers. The detachment of a provider to their
customer removes the dependency to the physical service objects, thus in-
creasing the offering’s flexibility.

1.3.2 The Layers of a SOA

The implementation of a SOA can be seen in a layered architecture.
Figure 1.10 [16] depicts the vertical and horizontal layers that fit into the
enterprise service architecture framework and will be used throughout the
book. The naming conventions and containing components adopted in this
section are purposely altered to accommodate future discussion of network-
centric operations, therefore they may not be fully identical to the standard
terms used in the traditional SOA.
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The major SOA functionalities in the enterprise service architecture are

as follows:

Business Application Layer: This layer contains two major areas, namely
service choreography and business presentations. Services are bundled
into a flow through orchestration or choreography, and thus act together
as a single application. Each application group supports specific use
cases and business processes. The business presentations area bridges the
user interface to the grouped application in order to establish an end-to-
end solution. This can be constructed in the form of a user graphical
presentation or an access channel to a service or composition of services.
An increasing convergence of standards such as Web Services for
Remote Portlets Version 2.0 and other technologies have started to lever-
age Web services at the application interface or presentation level.
Support Application Layer: Composite service contains control and data
flow that coordinates service invocation and data transfer among the dif-
ferent services to accomplish a particular task. A service composition is
considered abstract until service providers are discovered and bound.
Service compositions must handle issues relating to service discovery
and service dynamics (e.g., self-adaptation). The application resources
and data can be dynamically discovered or be statically bound and then
invoked, or possibly, choreographed into a composite service. Service
resources are exchanged through Enterprise Buses.
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Computing Infrastructure Layer: Service components are responsible for
realizing functionality and maintaining the QoS of the exposed services.
These special components are a managed, governed set of enterprise
assets that are funded at the enterprise or the business unit level. As enter-
prise-scale assets, they are responsible for ensuring conformance to SLAs
through the application of architectural best practices. This layer typi-
cally uses container-based technologies such as application servers to
implement the components, workload management, high-availability,
and load balancing.

Computing and Networking Framework Layer: This framework layer
consists of package applications (e.g., CRM and ERP) as well as the
computing hardware and communication facilities. The composite lay-
ered architecture of an SOA can leverage existing systems and integrate
them using service-oriented integration techniques.

Information Assurance Layer: This cross-layer function provides the
capabilities required to monitor, manage, and maintain the integrity and
security of the offered services. Through sense-and-respond mechanisms,
this background process and tools ensure end-to-end protection at the
transaction and session levels.

System Management Layer: This cross-layer function enables the inte-
gration of services through a set of capabilities which cover service plan-
ning, instantiation, configuration, monitoring, testing, and reconfiguration.
It covers Web Services Management and other relevant communication
and application managements sufficient to support any functionalities
specified in the SOA.

The concept of the SOA architectural hierarchy depicted above is widely

accepted as a computing paradigm and standardization of parts to realize
actual business functions. To illustrate the relationship between standard
SOA and the network-centric enterprise services, this model will be adopted
through out the book in order to maintain a consistent theme in different sub-
ject discussions thus it should not be constrained by any SOA specific de-
scriptions. Additionally, part of the architecture systems can be substituted
or changed in specific implementations while still meeting the requirements
of a SOA.
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Figure 1.11. Layers of standards for service-oriented applications.

From the standards and protocol perspective, Figure 1.11 portrays the
stacked relationship between SOA layers and standard networking layers.
The technologies covered by the standard networking layers will be
addressed in chapters 2—4. In the SOA layer, four sub-layers are shown. The
Extensible Markup Language (XML) is a general-purpose markup language
that provides a text-based means to delineate and apply a tree-based
structure to information. The Simple Object Access Protocol (SOAP) is a
protocol for exchanging XML-based messages over computer networks with
HTTP. SOAP forms the foundation layer of the Web services stack, provid-
ing a basic messaging framework allowing more abstract layers to build
upon it. The Data Model is an XML data model that is best delineated in
XML Schema. For example, some enterprises capture everything in Unified
Modeling Language (UML), a general-purpose modeling language that
includes a standardized graphical notation for an abstract model of a system
that can be exported as XML Schemas [18,19].

1.3.3 Characteristics of SOA

SOA is a paradigm for organizing and utilizing distributed capabilities
that may be under the control of different ownership domains. It provides a
uniform means to offer, discover, interact with, and use capabilities to pro-
duce desired effects consistent with measurable preconditions and expecta-
tions. Its characteristics can be categorized as follows [17]:
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o Loosely Coupled: Unlike traditional point-to-point architectures, SOAs
comprise loosely-coupled, highly interoperable services. These services
interoperate based on a formal definition (or contract) which is independ-
ent of the underlying platform and programming languages. Services can
change and be versioned while eliminating or at least managing the ripple
effect on applications consuming these services.

e Standards based Interfaces: Open standards are essential, as are the
advertisement of the service interfaces in well known and widely acces-
sible “service registries” or discovery services. This enforces the platform-
neutral and allows services to be executed independent of their computing
environment. SOA relies on the ability to identify services and their
capabilities through a directory service that delineates the services avail-
able in its domain.

o Distributed Process: Choreography defines how a party interacts with
other external parties. The relationship between a service provider and
consumer is dynamic; the party may either be the client or the deployed
service itself, in which multiple clients may be involved and the relation-
ships are established at run time by a binding mechanism.

o Services-centric: Service-centric includes services performed in response
to a specific request from a group of consumers as well as functions that
consume the result of services supplied by a provider. A service represents
a discrete unit of business, application, or system functionality. The
intent should be to transform basic services into more complex system
capabilities to deliver more valuable functionality.

e Stateless: Stateless means not depending on any preexisting condition.
In a SOA, services should not depend on the condition of any other
service. They receive all information needed to provide a response from
the request. Given the statelessness of services, service consumers can
sequence their business objects into numerous flows to perform applica-
tion logic.

o Coarse Grained: Services focus on high-level business processes using
standard interfaces. The coarseness of the grain appropriate to a given
service depends on some degree on how that service will be most often
used and the likely “network distance” between the service provider and
the service consumer. Lower bandwidth and higher latency connections
suggest coarser granularity while a high frequency of “single item”
requests from diverse sources suggests a need for finer-grained service
interfaces.
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Figure 1.12. Trend of SOA development.

SOA does not require Web services, and Web services can be deployed
without a consistent or universal SOA. Services that are too fine-grained or
incomplete add configuration management and administrative burdens to the
service user and to run-time overhead. Services that are too coarse-grained
create difficulty in using only the functionality and business rules one needs.
Coarse-grained services also create the potential for unintentional coupling
and unnecessary run-time overhead. Figure 1.12 depicts the trend of SOAs
developed from simple Web services to the network-centric enterprise Web
services along with the complexity of business requirements.

1.34 Benefits of SOA

There are many benefits of using the SOA technology. Firstly, SOA
simplifies the complexity of IT management by allowing smooth internal
integration processes and facilitating information sharing across organiza-
tional boundaries. This is accomplished by detaching the dependency of an
integration backbone across heterogeneous application platforms and allow-
ing the enterprises to start small and grow as needed. With the scalable infra-
structure, enterprises can more easily leverage existing IT assets and expose
them as reusable services. The life-cycle of legacy investments can then be
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extended and the enterprise can maximize value of its IT investments while
minimizing risks.

Secondly, the benefit of SOA comes from its open architecture nature
which forces the IT department to implement the solution in a dynamic
instead of static mindset. By exposing and sharing information across single
“silo applications”, the enterprise can adopt new technology innovation in real
time. Adoption of emerging standards and technologies through open inter-
faces translates directly into benefits for improving business intelligence,
increasing responsiveness, and reducing risk through freedom of choice.
Internally, the enterprise can leverage existing developer skill-sets by elimi-
nating the need to learn proprietary technologies.

Thirdly, SOA facilitates easier integration and increased agility that can
lead to a better return on investment (ROI). This can come from three areas:
1) Focusing on the interfaces of the overall service and service components
instead of internal implementation allows the service and system designers
to allocate their resource and energy on the core values and composite func-
tionalities; 2) Limiting the involvement of component level implementation can
reduce project risk and delays; and 3) Reducing the dependency of individual
service component development can accelerate the service deployment and
leverage best practices and methodology of the enterprise’s value framework.
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Figure 1.13. Information management stack under SOA.
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Fourthly, with this robust content management feature, SOA presents
opportunities for end-to-end business integration and transformation. In enter-
prise data management, structured information deals primarily with the data
that is ordered and set to specific allowed types. Because unstructured
information does not easily conform to an ordered set with strict types, the
management of such information is categorized as content management. As
the enterprise information converges from pure structured toward mix of
structured and unstructured, SOA can help to transform existing Information
Management functions into reusable services, integrate large numbers of
heterogeneous information sources, reduce development costs, and expand
capabilities quickly. Figure 1.13 shows the Information Management stack, a
logical view or framework for categorizing Information Management ser-
vices based on their value propositions: security, collaboration, availability,
management, and information consumption.

In summary, SOA dramatically eases integration in heterogeneous envi-
ronments and provides a transformational enhancement in agility, visibility,
consistency, and interoperability that turn into better ROI. Figure 1.13
depicts the Information Management stack under SOA. On the left side of
the figure, the value propositions for each application layers are shown.

1.3.5 Challenges of SOA

The SOA provides a peer system relationship which allows the system
developers to shield themselves from the knowledge of massive service
component-level insights in order to exclusively focus on the interfaces. For
instance, business transitions do not need to be concerned about the tran-
sport layer or router level communications. This stems from the flexibility
and openness in the architecture and process. This presents some challenges,
especially in a performance sensitive cross-enterprise application. In parti-
cular, the challenges are:

1. Open interfaces mean a more generic coordination effort. The run-time
overhead and transactional latency can potentially be poorer than the
equivalent functionality implemented through tightly coupled architec-
tures, although the latter are not immune from bad design.

2. Lacking the specification of different information models operating in
different enterprises or operational domains, this architecture assumes all
service components are under the same interface conventions.

3. Decoupled service components typically sacrifice performance for flexi-
bility. It can be a challenge to implement mission critical applications
with the traditional SOA technologies when the business requirements
demanding real-time responses.
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4. In an overly normalized interface design, all services are defined in a flat
relationship. Such system design breaks the hierarchy of application
components that can potentially cause inefficiency in control flow rules
and slowness in troubleshooting.

5. Issues may arise relating to different identity or naming standards and
regulations such as web services, security services, e-business informa-
tion exchange standards, and federal identity management services and
standards. This may introduce a path forward issue when standards bodies
have different agendas and schedules in mind.

6. Managing and providing information on how services interact is a com-
plicated task, especially when services metadata is designed across enter-
prises. SMEs for new and legacy services require new levels of skill sets
to understand and utilize the constantly expanded, updated, and refined
architecture.

7. Appropriate levels of security may not be addressed for on-demand mis-
sion critical applications (e.g., running over ad-hoc networks) when con-
sumer services are external to company firewalls and become more
visible to external parties than traditional monolithic proprietary applica-
tions.

From the operational perspective, services that are too fine-grained or
incomplete can add configuration management and administrative burdens
to the service user and to run-time overhead. Services that are too coarse-
grained create difficulty in using only the functionality and business rules
one needs. Coarse-grained services also create potential for unintentional
coupling and unnecessary run-time overhead. The key to resolution lies in
good subject matter synergy and object-oriented management.

1.4  Network-Centric Business Operations

Enterprise services may be delivered directly to the customer or to gen-
eral user communities on behalf of the customer. User experience in terms of
response time, completeness of the given information, and associated value-
added features are keys to enterprise success in the business. In the previous
section, the service architecture level discussion was given, including the
pros and cons of the existing practices. As shown, the key weakness of today’s
SOA practice is its responsiveness to large or complex networked services,
particularly to mission critical or real-time applications. This is due to its
original intention of solving the interoperability of new and legacy systems.
With more emphasis upon system openness to a standard framework and
less focus on solution level performance and collaboration considerations.

As service-oriented solutions become more accepted by enterprises in
many different business sectors, the surfaced performance limitation becomes
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IT business’s new challenge. With respect to the Service-Oriented Comput-
ing and Information Provision depicted in Figure 1.6, this section proposes
a new paradigm called Network-Centric Business Operations (NCBO)
to accommodate the identified problem discussed in “Challenges of SOA”,
section 1.3.5.

NCBO takes as a given the existing infrastructure and benefits of SOA,
and applies the additional requirements and benefits of real-time processing,
collaboration, interoperability, and assurance.

NCBO is a concept of human and organizational behavior based upon
adopting network-centric principles and applying it to enterprise operations.
NCBO focuses on business intelligence sharing that can be generated from
the effective linking and networking of the intelligent enterprise [20]. The
greatest value of NCBO is its support of speed of execution — the conversion
of a superior information position to immediate action. For example, any-
thing dealing with real-time market conditions will benefit. With NCBO, the
SOA weaknesses discussed in the previous section can be well compensated.
The end result will be a solution with more effective communication and
better performance.

14.1 The Principle of Network-Centricity

While SOA focuses on the service “interface” and “interaction”, net-
work-centricity emphasizes collaboration of information sharing and infor-
mation awareness that can be exploited via self-synchronization and other
network-centric operations. This achieves effective and timely business execu-
tions. From a computing architecture perspective, NCBO deals with central-
ity of information that allows business entities to work in concert to achieve
synergistic effects without requiring them to always operate in a linked fash-
ion. Additionally, NCBO also focuses attention on the importance of the
interactions among coordination entities that are necessary to generate syn-
ergistic action.

To illustrate the concept of NCBO in a service-based environment, a
sensing and controlling application is used as an example for discussion.
This type of application can be found in transportation, manufacturing, mili-
tary, emergency rescue, aviation, and any other sector where detection,
analysis, and action are basic functionalities of the application. First, this
sample model is presented in stand-alone configuration. In the subsequent
scenario when multiple instances are networked, the operation can be classi-
fied as either platform-centric (section 1.4.1.1) or network-centric (section
1.4.1.2).
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Figure 1.14. The Monitor-Analysis-Refine service model and engagement envelope.

Figure 1.14 shows a stand-alone “sensor and action device” which con-
tains or is controlled by a control logic Monitor-Analyze-Refine (MAR) sys-
tem. The MAR system monitors and manages an application environment
marked with three gray-level radiuses. The outer radius is the complete
monitoring range where the system is aware of the environmental situation.
The control range in the inner radius represents the “effective” domain
where the system can take action upon the event. The refinement range
represented in the middle radius is the area where the system has the ability
to dynamically adjust the control range making the system influential to the
situation. In the MAR system, Data collection collects sensing data from
the monitor range and sends it to the Monitor module. The Monitor module
preprocesses the raw data into information and forwards the data to the Ana-
lyze & Control module as well as the Refine module. The Analyze & Control
module conducts information analysis against the received information; if an
action to the control range is needed, a command and control message will
be generated and sent to the device. This command or control message will
apply to both control and refinement ranges; or to change the coverage area
of the refinement range. Alternatively, the analysis can conclude a decision
to change the data collection period by feeding a control message back to the
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Monitor module or alter the coverage of the control domain by feeding a
different control message to the Refine module [6,7].

The following two sections illustrate the control effects when multiple
instances of MAR systems are networked.

14.1.1 Platform-Centric Monitoring and Control Model

To illustrate the key differentiator of the concept of network-centricity,
let us first look at the previous application applying to a platform-centric
environment.

In a platform-centric application, connecting multiple systems can greatly
increase operational effectiveness by allowing the enterprise to gain more
awareness based on information provided by sensors. Figure 1.15(a) [6] por-
trays a deployment of two interconnected MAR systems to extend the moni-
toring and action ranges. Figure 1.15(b) illustrates the effective range of the
two-system configuration. Note, the overlap areas of the control and monitored
ranges. Although the two systems are connected because they are operating
independently, real-time engagement information cannot be shared effec-
tively and service quality is thus not maximized. In most cases, the level of
awareness available to the small amount of networked MAR systems is of
sufficient quality to vector normal business operation. However, it can
potentially be extremely difficult to develop and maintain situational aware-
ness when there are large numbers of systems operating in close proximity.
In particular when the number of overlap areas increases, or number of sys-
tems that control the same area increase, the coordination of data collection
as well as control and commands collaboration can become a rather com-
plex management task.

1.4.1.2 Network-Centric Monitoring and Control Model

In contrast, network-centric operations in the same application are illus-
trated in Figure 1.16(a). In a network-centric environment, capabilities for
sensing, monitoring, event-assessing, and action are robustly networked. The
source of the increased power in a network-centric operation is derived in
part from the increased content, quality, and timeliness of information flow-
ing between the systems in the network. This collaborated information flow
is a key to enabling shared service quality awareness, and increasing the
accuracy of the information. This is shown in data and control flows associ-
ated with the shaded oval.
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In terms of affects of the new paradigm, the improved situational aware-
ness increases overall service capability for observing, orienting, deciding,
and acting. This can be illustrated with Figure 1.16(b) [6] where near real-
time information sharing among systems enables potential service quality to
be increased. The robustness of the networked (A and B) systems comes
from its capability to enhanced shared awareness with increased quality.
Such design effectively increases the monitoring as well as the action ranges
and in turn enables cooperative execution and self-synchronization of
service effectiveness.
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NCBO possesses collaboration and decentralization in the form of self-
synchronizing forces which can increase and improve awareness of the
deployed applications. With this new capability, the service providers will
have a better understanding of both the big picture and the local situation
that the providers currently do not have. In resource-intensive applications,
applying NCBO concepts to resource management can exhibit the potential
for moving information instead of moving material or people. These substi-
tutions generate considerable savings in time and resources and result in
increased value in the form of informational power for a given level of in-
vestment.

1.4.2 The Merits of NCBO

In the MAR application, the network-centric model reveals the execution
power of information collaboration by the creation of shared events aware-
ness and knowledge. This awareness and knowledge is leveraged by execu-
tion, monitoring, and enhancement approaches and by self-synchronizing
operations. There are several key features that merit attention in enterprise
service development, they are [21]:
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1.

The Increased Tempo of Execution: NCBO is about information interop-
erability and flexibility. Through service interfaces, enterprise users and
applications can access relevant information more easily. It focuses on
how to derive business intelligent power from distributed interacting
entities and how to improve the access to this information. The actual
computing and communications are less significant to this result-oriented
approach. Iterative development and implementation make it possible to
change prioritization during system development and implantation.
Increased Responsiveness: The following Figure 1.17 shows the user
footprint decreases and user capability increases as the enterprise ser-
vices move from platform-centric to network-centric. On the left, the fig-
ure portrays the heavy capital dependency required by the users to access
and exchange data that are crucial to the business operations. Moving to
the right, NCBO that reveals superior business intelligence and execution
co-exist to improve the user capability. The key differentiator is the focus
on application execution and operations instead of communication net-
works or hardware enhancements.
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Figure 1.17. Moving from platform-centric to network-centric.

Increased Operational Effectiveness: The new method makes the infor-
mation transformation and process transformation easier through a
standardized interface. The capability of information fusion provides
collaborated business intelligence and intelligent views for enterprise
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service providers and their customers. Operational effectiveness can be
improved by an effective linkage among entities with access to high-
quality information services. Such linkage can bridge the dispersed and
distributed entities to generate strategic and tactical synergy. Policy-
based security allow flexible security level changes dependent on the
situation.

4. Lower Risks: Empowered by the knowledge derived from a shared
awareness of the business data as well as a shared understanding of busi-
ness goals, the enterprise can achieve self-synchronization and be able to
operate with a smaller footprint. A smaller footprint means less com-
plexity and faster actions; in an operational term, this means less risk for
failure and simpler management efforts. As a result, the business forces
can perform more effectively and autonomously and lead to greater pro-
bability of success with less dependable resources. In mission critical
applications such as trading systems, such an advantage can directly result
in higher profit.

5. Improved Customer Experience and Satisfaction: NCBO opens a new
frontier for service customers and users to reach networked information
and perform controls of enterprise resources far broader and deeper than
any other solutions seen. With the controllability (e.g., location aware-
ness) and mobility (ad-hoc networking) features that will be addressed in
the following chapters, the enterprise can effectively add a new dimen-
sion of usability to their services. For instance, traditional availability and
reliability constrains in a highly mobilized environment can be enhanced
by the provisioning of a multitude of comparable supporting services. In
addition, the QoS layer abstracts complexity away from its underlying
transport implementation allowing changes to the security and communi-
cation mechanisms without affecting the upper business logics.

6. Lower Costs: The use of open standard reduces the development and
operational costs. The SOA and loosely-coupling infrastructure eliminate
the dependency of application implementations on corporate resources
and offer accessibility to more customer-base or applications. By freeing
the source of computing capability from the physical location of work-
space assets or entities allow the enterprise to effectively streamline their
business processes and moves toward to the synergy of intelligent eff-
ects. As the enterprise can avoid presenting multiple objects for different
applications, the service users can also benefit from the small resource
requirement to utilize the service.
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Figure 1.18. Major process components of network-centric operations.

As discussed previously, NCBO moves a step beyond traditional situ-

ational awareness to network-based decisions. It is transparent to business
mission, size of operations, and geographical distribution. Furthermore,
NCBO is not narrowly about technology but broadly about an emerging
enterprise that is capable of responding in the Information Age. Thus NCBO
has to be oriented from the standpoint of the coalescence of the tactical,
operational, and strategic levels of business practices. Because a network-
centric enterprise operates under a different, more modern, rule set than a
platform-centric enterprise, it is essential to incorporate these new elements
into the Information Management framework. The following three areas are
the identified elements for the new generation solution [7]:

Intellectual capital reveals itself in the form of enterprise information,
service knowledge, and the associated processes. As will be seen in chap-
ters 8 and 9, this revolutionary concept merges with the existing enter-
prise’s IT skills and operational experience and presents a rather different
and protracted cultural challenge to enterprises.

Transformation process has to co-evolve with the Intellectual Capital.
Figure 1.18 identifies a collected process for the transformation, includ-
ing communication (technology), coordination and collaboration (organi-
zation), and Knowledge & Execution (doctrine). These essential processes
are referred to throughout the entire book as applicable to the subject
matter discussions.

Dedicated or specialized systems need to be developed in order to ac-
commodate the enterprise information, service knowledge, and new
processes for the new NCBO-based services. Enterprises also need to
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develop associated supporting systems and methodologies capable of
accomplishing specific business and service missions, or facilitating
effective management of these NCBO applications. Section 1.5 will
highlight the main features of such systems.

144 The Implementation Criteria

Department of Defense (DoD) has been leading the development of net-
work-centric applications mainly for the military application. Recently, the
trend has been spreading across the private sectors as the government uses
many third party vendor products provided in the commercial world. Never-
theless, the path of the DoD community in migration toward network-centric
operations is the most mature and authentic. As per DoD, a set of criteria
has been developed for use in measuring the maturity of progress toward
achieving enterprise-level capabilities. This set of four levels is:

1. The first level pertains to systems adapting to the network-centric envi-
ronment in a very basic fashion. This level focuses on user experience
and can include basic network access such as HTTP, IPv4 mixed with
[Pv6 and data sharing.

2. The second level pertains to collaborative information sharing across sys-
tems in the enterprise. This level addresses the information process
within and across systems; its scope includes systems networked as well
as web and information services.

3. The third level pertains to intelligent information exchange across systems
using semantically enriched publish, subscribe, query and brokering capa-
bilities. At the solution level, or SoS level, the emphasis includes self-
configuring networks, multiple security levels and combined coalition
networks, data translation and mediation, service level agreements, and
so forth.

4. The fourth level pertains to seamless operational awareness across sys-
tems in an on-demand distributed computing environment. The top-level
implementation is a balance of technology, process, people, and organi-
zation. It includes dynamic bandwidth optimization, transparent cross-
domain access, seamless data interoperability, and so forth.

Figure 1.19 depicts a transformation of an existing service-based enter-
prise to the fourth level NCBO practice. As shown, island business func-
tions are grouped into three cross-related modules, namely knowledge
sharing, information assurance, and network management. These modules are
networked by the enterprise infrastructure to eliminate duplicate data and pro-
cess and improve efficiency of sharing and communication capabilities [22].



Information Superiority 39

Enterprise
Services Decision
Making
User
N K Communiti

Mapagemen
Information Applications
Transport

The NCBO @

Service
Providers

3rd party
Venders

Information
Assurance

Network
Managemenf]

Knowledgg
Sharing

= gnsport

ppncations

Information Assurance

Figure 1.19. Transformation to NCBO model.
145 NCBO and Service-Oriented Computing

Service-Oriented Computing (SOC) expands the enterprise architecture
specifications into a solution implementation. The goal of successful imple-
mentation of a NCBO solution is to ensure that the productivity, service
quality, and efficiency of networked enterprise services can exceed the sum of
individual services. This goal is applicable to both the services offered to the
enterprise customers as well the services used to manage service operations.
They can be seen as customer-view and provider-view SOC, respectively.
Examples of customer-view network-centric SOC are an Internet Web-surfing
agent which organizes Web contents into consolidated reports, military battle-
field situation awareness, and emergency rescue operations. Examples of
provider-view network-centric SOC are SLM, Service Quality Management
(SOM), and CRM.
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Figure 1.20. Traditional network-centric applications.

Figure 1.20 depicts a “traditional” version of network-centric applica-
tion architecture where manual process is essential to the final product of
the solution. From bottom—up, the Data Management layer collects data
from human, sensors, or other applications, performs data fusion, and stores
them in various data repositories. The Information Management layer conse-
quently organizes these data into meaningful business information and
makes them accessible to the application users via graphical user inter-
faces (GUIs). Following the business and operational quittances, the appli-
cation users form groups of information analyst or SME teams to manually
analyze the information provided by the applications.

The Knowledge Management layer collaborates and consolidates infor-
mation into knowledge. Depending upon the complexity level of the managed
information, cross-references and information coordination tasks can be
labor intensive and time consuming. The executives at the Wisdom Man-
agement layer perform the final analysis against the reports from the Knowl-
edge Management teams. The final product of this layered process is a set of
attributes or characteristics that can potentially impact the existing business
practice or contribute to the strategic directions of the enterprise.

Evolving into the SOC implementation, application, and process silos are
consolidated by the new methodology. As the result, the overall coordination
efforts are significantly improved as shown in Figure 1.21 where Web Ser-
vices (WS) are attached to the front-end of each application and open a new-
paradigm of information sharing. It is important to mention that a pure SOA
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Figure 1.21. Network-centric applications with web services and an NCBO engine.

technology heavily leans upon Web services’ open nature to deal with inter-
and intra-entity communications. Many implementations have shown the
trend of the transition by beginning with Web services and then arriving at
more effective and manageable “business services” with the application of
policy articulation, business rules, and process control. In this book, a more
broad definition is used to address the open interface without having to
depend upon specific technology.

There are many attributes and functionalities working behind the applica-
tion information flows to support a seamless business practice. In the figure,
an abstract box named NCBO engines is situated between the applications
WS and portal WS to illustrate its relationship with other components. The
deployment of a network-centric service-oriented solution takes the advantage
of the “conclusive intelligent” from the NCBO concept enabling reliable,
consistent, and collaborated information flows between networked services.
To effectively support these goals, many of the tasks exist in the form of
operational support functions or internal services performed by the service
providers. Normally these tasks are invisible to the service users but
occasionally offered as value-added services for external advanced func-
tions. They will be delineated in the following section.

1.5 System-Level Integration
A traditional IT view of a family of systems is basically a grouping of

systems having some common characteristic(s), but lacking the synergy
of common missions. While putting together a group of systems into a suite or
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solution, the family of systems may not necessarily acquire qualitatively new
properties as a result of the grouping [23,24].

The concept of System of Systems (SoS) was first introduced by DoD in
Joint Vision 2010 for the future military strategy to achieve dominant battle
space knowledge or information superiority. The SoS was later renewed and
expanded by Admiral William Owens while serving as Vice Chairman of the
Joint Chiefs of Staff (JCS) (Owens, 1996) indicating the superior technolo-
gies emerging in three areas: 1) those of sensors for intelligence, surveil-
lance, and reconnaissance (ISR); 2) those computer processing capabilities
supporting command, control, communications, and intelligence (C41); and
3) those surrounding and supporting precision weapons. In more generic
terms, the SoS is a set or arrangement of interdependent systems that are
related or connected, to provide a given capability. The objective for deve-
loping a SoS is to satisfy capabilities that can only be met with a mix of
multiple, autonomous, and interacting systems [25].
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Figure 1.22. A hierarchy of a System of Systems.

The SoS is characterized by relatively more centralized management and
control over development and operations, and therefore less autonomy.
Under this definition, systems within a SoS, even though they are managed
independently, can be subject to some uniform direction in the areas of archi-
tectural framework, guidelines, standards, development principles, and
operational view. With the concept of NCBO the final effect of networked
families of systems is expected to go beyond the additive sum of the
individual capabilities of its member systems.
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Figure 1.22 depicts a hierarchy of a SoS where the component parts can
be a system or subordinate system, called subsystems. Through the relation-
ships among its constituent systems, the SoS can achieve information and
operational synergy, thus interoperability is an essential attribute of SoS [26].

1.5.1 System of Systems and Federation of Systems

A federation of systems (FoS) is a variation of SoS but managed without
central authority and direction. The constituent systems of a FOS are inde-
pendently managed, thus its authority are decentralized in management,
development, and operations. Because there is no central authority for direc-
tion, the participation of the constituents occurs through collaboration and
cooperation to meet the objectives of the federation [27].

o In these systems, there is little central power and authority for “command
and control”.

e The participation of the coalition of partners is based upon collaboration
and coordination to meet the needs of the federation.

o A Federation of Systems is characterized by autonomy and heterogeneity
and, often by geographic distribution.

e Consideration of success characteristics for a Federation of Systems is
very desirable as well.

The technical architecture of a FOS could comprise widely varying stan-
dards and guidelines — the equivalent of multiple technical architectures used
by its constituents. Accordingly, the individual systems as implemented
would be more heterogeneous than a SoS in hardware components, plat-
forms, operating systems, programming languages, software applications,
and data structures. There would be more issues of interoperability.

Consequently, a FOS is generally characterized by a greater degree of
autonomy, heterogeneity, and distribution.

Generally, a FOS is more heterogeneous than a SoS. Any SoS will exhibit
some diversity, even one adapted to a single architectural framework. The
individual systems are managed and operated independently by various
organizations (e.g., services and defense agencies). When multiple commu-
nities of humans manage, engineer, and operate, there will be different
interpretations of requirements, standards, and priorities.

However, a higher viewpoint needs to be taken in most planning and
design situations because an enterprise-wide service-oriented solution might
lead to a large, unmanageable service model. This is owing to the nature of
SOE where SOA does not dictate a particular decomposition style. As stated
in the discussion of the network-centric concept, the NCBO paradigm can
accommodate the weakness of a pure SOA based SoS design and tighten the
loosing ends in the areas of information, process, and control management.
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Furthermore, by decomposing existing systems into a NCBO paradigm, it
becomes possible to synthesize a set of candidate services from the compo-
nents identified and synthesize others by adapting the business process flows
that have been discovered at the higher layer of abstraction. As the result, the
final service hierarchy can be established at mesh relationship rather than a
simple tree structure, where the process flows can be realized as services and
the services can be realized as process flows. This will increase the flexibil-
ity and efficiency of the enterprise information and process management.

1.5.2 SoS Features NCBO

To create an effective SOE which can justify action to gain business
value, plan for adoption, and develop good strategies for implementation, a
discussion on the nature of business and technical services within an enter-
prise is beneficial. This can help avoiding misperceptions and misunder-
standings of the concept of NCBO, especially when extended to include a
wider audience such as business partners.

The relationship of NCBO Engine and the affiliated services is depicted
in Figure 1.23. The adoption of service-oriented SoS design provides essen-
tial values in the following areas: 1) an explicit frame of reference or data
elements describing business or operational entities and concepts; 2) clear
guidance and protocols for invoking a service; and 3) the data objects in and
out of the service. The applications interacting with the NCBO Engine can
include the following:

o Sensor Management Services: Sensor management deals with setting
modes, etc. in the individual sensors. This is covered in chapter 4.

o Service and Operation Management: This feature contains services to
support executives and service managers. The features include services
necessary to plan and manage enterprise operations in all its phases. The
services cover areas such as planning, tasking, combating, and follow up.
These are illustrated in chapter 5, “Building a wireless network service”.

o [nformation Service: This feature contains services that handle information
about the current situation, like surveillance and reconnaissance informa-
tion, weather information, and geographical information provided by sen-
sors and other sources. The services are further divided into “Dynamic”
and “Static” information. This is covered in chapter 6 Network Services
Monitoring.

o Collaborative Services: This feature contains services allowing the user
to collaborate and communicate with other users. This feature includes
means for Voice, videoconferencing, messaging, chat, and white board-
ing. The key contributors are data communication and QoS features are
discussed in chapter 7.
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Figure 1.23. NCBO engine and affiliated services.

o External System Interface and Web Access Service: This feature offers
services to external users or applications to access and browse the Internet
or Intranet. The NCBO system offer interoperability with external systems
through different bridges. This is covered in chapters 8 and 10.

o Message System and Security Service: This feature allows the user of the
enterprise to configure and manage system, security, authorization, key,
communication, and network management. This is covered in chapter 8.

o [ntelligence Services: This feature provides all services to support intelli-
gence gathering, processing, and presentation. This includes strategic intel-
ligence service where information that cannot be attributed to a source
must be provided and used within the system. This is covered in chapter 9.

e Personalization and Situation Adaptation Services: This feature contains
services that provide means to choreograph services in order to tailor
the system capabilities to meet different situation. The services included
are choreography services and access services for the service catalogue.
Other examples are Logistics Services, Training, and Simulation
Services. These applications are addressed in chapter 10.
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1.6 Conclusion

Network-centric [28] is generally thought to be the linking of platforms
into one shared awareness network to obtain informational superiority. The
difference between traditional versus network operations is that in traditional
models one must mass force to mass effectiveness because each participant
acts independently, whereas in the network-centric approach effects are opti-
mized to improve aggregate performance, possibly at the expense of indi-
vidual unit performance.

A Network-centric service framework can fundamentally change the direc-
tion taken by an enterprise to develop and deploy business software systems
for competitive advantage. Introducing SOA at the cross-domain level, the
enterprise can affect the way technology and process responds to the
business requirements. The greatest values of NCBO based SoS design are its
emphasis on design optimization through data and process detachment,
continuing architectural reconfiguration through open architecture, and
rigorous interface specifications on conformance and verification of standards
at different layers.

This chapter provides a conceptual overview, defines the core termino-
logy and introduces the pivotal idea of service oriented enterprise. Service
orientation presents some massive cultural and technical challenges that
cross-three areas that have traditionally worked largely in isolation from one
another: business process improvement, application development, and soft-
ware operations. A tangible example of how the idea of a service can pro-
vide an unifying thread for drawing together these areas is addressed along
with some guidance for applying this approach to business management.



Chapter 2
ENABLER OF INFORMATION SUPERIORITY

The emergence of Web service technologies has shifted from distributed
object architecture (DOA) to SOA. In the government and private sectors
there has been a growing need for increased integration and collaboration
among Cols (section 8.1.1), often across organizational and corporate
boundaries. To enable information superiority, such new service deploy-
ments have triggered the need to effectively manage these services in order
to ensure a successful SOA [1].

U.S. DoD has been historically at the forefront of new technology to
assure U.S. military superiority. The diversification and complexity of the
government environment requires rather comprehensive and successful
Information Management models to support their objectives. It is to be be-
lieved that the success story from DoD can provide good methodology and
process samples to any enterprise. Designed by DoD, the Global Informa-
tion Grid (GIG; section 2.2) is directed towards providing critical network-
ing infrastructure, and is essential for achieving network-centric operations.
The role of the GIG is to create an environment which is global, robust,
survivable, maintainable, interoperable, secure, reliable, and user-driven. It
provides significant elements in bridging business needs and traditional
Information Management.

This chapter profiles architecture hierarchy and major elements of the GIG
and provides history and background to demonstrate the evolutionary path of
Information Management in execution, monitoring, and control. It aims at
enterprises’ information technology (IT) operations so the values provided
by the GIG can leverage their current best practices in business operations and
integrate the new network-centric approach to assist them remaining com-
petitive in their information practices. Enhanced Telecommunication Opera-
tional Maps (eTOM, section 2.3) from Telecommunication Management
Forum (TMF) are reviewed and associated with GIG functions thus the

47
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management infrastructure can be exchangeable allowing for smooth transi-
tion if desired.

2.1 Information and Computing Grid

Enterprise IT exposes the computing grill in the adoption and incorpora-
tion of service objects (SO) for clients, third-parties, and business partners
with the SOA technology. The transformation of SOC demands the process
to better assure corporate information based on business policies and rules.
As a key computing element in the enterprise computing infrastructure, SOA
allows enterprise processes to closely interact with the other three functions,
namely collaborative computing, autonomous computing, grid computing.

Another level of SO adoption is its ability to successfully overcome in-
teroperability issues and to integrate systems and applications using open
transport infrastructure. As proprietary protocols, glue code, and point-to-
point connections give way to open and standards-based protocols, SOC can
now interact with other applications based on service descriptions that each
system externalizes. As the result, the information modeling and data strat-
egy which support the transport services are cross-enterprise. Expanded from
Figure 1.10, the relationship of the enterprise computing infrastructure and
Information Management is shown in Figure 2.1 [2].
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Figure 2.1. System architecture of enterprise services.
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2.11 Service-Oriented Maturity Model

This Service-Oriented Maturity Model provides a framework to discuss
the applicability and benefits of SO in an organization across five maturity
levels of adoption.

From the customer-experience perspective, the task of the IT infrastruc-
ture is to ensure the specified quality of end-fo-end services throughout the
service life cycle. This is accomplished by managing the quality of the sup-
porting sub-services from a service or third-party providers. Enterprise net-
works and the management systems that control them have become much
more sophisticated and mature in recent years. The IT resources have
become “smarter” through the use of embedded software controls. This has
given rise to a new view of the use of management systems. The robustness
of such IT management systems makes it a competitive tool that can be lev-
eraged by operators as well as customers. This trend is emerging as a new
vehicle for customer retention, adding new value to existing customer care
for customer-satisfaction improvement, thereby increasing revenue per
customer [3].

4 ™
Effects .
Benefits Full Spectrum Capacities
Advantages
Optimization Optimized
Decision
Transformation Superiority Instrumented
Responsiveness Information Superiority Automated
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Functionalities Global Information Grid Infermation
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. J

Figure 2.2. GIG as an enabling foundation and operational maturity.

Improving from today’s management systems, service problems in an en-
terprise IT environment are identified after the fact, either after users have
experienced or complained about troubles or the service providers receive
abnormal service alerts. An effective service management allows IT manag-
ers to monitor and manage every detail of network usage, including user,
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application, and resource usage details, all in real time. It unobtrusively
gathers and analyzes service data and provides real-time reporting of infor-
mation pertaining to the health and security of business applications running
on the network. All events in the enterprise resource are interpreted and re-
ported intelligently; giving service operators the reports needed to improve
their services.

The TMF (section 2.3) has created a road map of enterprise management
systems development in five levels, depicted in the right column chart of
Figure 2.2. It is a recommended direction for service providers to develop
their capabilities with regard to configuration, performance, problem resolu-
tion, and billing management [4].

o Level one: Informal systems are highly manual, point solutions, multiple
databases, difficult to change.

e Level two: Controlled systems are on the basis where access integrated
inventory and common configuration data are available but difficult to
scale.

o Level three: Automated systems advance towards a scaleable, cohesive
data-model, and bottom—up and top—down analysis.

e Level four: Instrumented systems are established upon single environ-
ment, possessing the capability to perform auto problem detection, work-
flow automation, error detection, trend monitoring, action initiation, and
real-time state quality management. These systems are also very easy to
adopt new technologies, and predeployment to meet needs.

e Level five: The highest level, optimized systems are Zero touch, self-
serve, self-correction, synchronized, continual optimization, constantly
evolving. Most importantly, the systems at this level are capable of in-
corporating new technologies easily.

Corresponding to the capabilities delineated by TMF are the GIG bene-
fits, listed on the left column chart in Figure 2.2, where five levels are used
to delineate the benefits of an enterprise’s evolving path during the techno-
logy transformation. These benefits are from the enterprise’s operational
perspective; they are, from bottom up, functionalities, effectiveness, res-
ponsiveness, transformation, and optimization. The pyramid figure drawn
behind these two columns illustrates the effect of using GIG to support net-
work-centric operations and obtain information superiority. The transforma-
tion can assist the enterprise to achieve decision superiority, and ultimately
reach full-spectrum advantages because of highly automated knowledge and
information awareness.
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2.1.2 Concept of Information Sharing on Need-to-Know

In addition to the effects of the service maturity model, it is equally im-
portant that the enterprise focus on their data strategy. From a technology
perspective, protecting network boundaries using firewall and certification
levels for communicating classified and sensitive data over the network is a
mature industry; chapter 8 will provide more in-depth discussions. However,
isolating information of one community from the information of other com-
munities sharing the same network is a challenge for information manage-
ment. The larger the shared network, the greater the difficulty in providing
multiple secure activities within it.

s 7\
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Information
Information Domain
Management :

Physical
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Figure 2.3. Domain relationships.

Figure 2.3 portrays a sample of layered domains and its relationship with
information management. As shown in the figure, data is collected and syn-
chronized through the information edge into an Information Domain. Informa-
tion is further fused into knowledge via the understanding and awareness
processes. At the Cognitive Domain, knowledge turns into an actionable plan
as per the mission objectives. The action plan is consequently executed as
part of the situation management and applied to the Physical Domain (more
in chapter 9). All the flows belong to the Social Domain which contains all
philosophical, strategic, tactical objectives and identities in the circle of data,
information, and cognitive transformation [5].

Information Management is situated in the center of the circle and interacts
with these three domains as a key enabler of network-centric business
operations. As this circle continues to interpret data from the Physical Domain,
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translate the data into sensible knowledge, and apply commands to the
Physical Domain, it essentially demonstrates an intelligent system with the
capability to automatically adjust actions in accordance with the surrounding
environment. This is the fundamental nature of information and decision
superiority. In a military application, such ability enables Command, Con-
trol, Communications, Computers, and Intelligence (C4I) integration of joint
forces, improves interoperability of systems, and increases optimization of
bandwidth capacity. In a commercial application, such an ability can translate
into lean-and-mean business practices in enterprise information exchanges
across value-chain participants [6].

2.2 Global Information Grid

The GIG vision is to empower users through easy access to information
anytime and anyplace, under any conditions, with attendant security. It
requires a single secure grid providing a seamless end-to-end information
capability that is global, robust, survivable, maintainable, interoperable, reli-
able, and user-driven (e.g., information/bandwidth on demand) [7].

The definition of the Global Information Grid (GIG) was established in a
Department of Defense (DoD) Chief Information Olfficer (CIO) memoran-
dum, dated September 22, 1999. The original definition of GIG is

a globally interconnected, end-to-end set of information capabilities,
associated processes and personnel for collecting, processing, storing,
disseminating, and managing information on demand to warfighters, policy

makers, and support personnel

On May 2 2001, the extended definition of GIG reached agreement among
the DoD CIO, the Under Secretary of Defense (USD) for Acquisition, Tech-
nology and Logistics (AT&L), and the Joint Staff. In accordance with the
updated definition, GIG components include all owned and leased commu-
nications and computing systems and services, software (including applica-
tions), equipment, data, security services, and other associated services that
meet one or more of the following criteria:

e Transmits information to, receives information from, routes information
among, or interchanges information among other equipment, software,
and services.

e Provides retention, organization, visualization, information assurance, or
disposition of data, information, and/or knowledge received from or
transmitted to other equipment, software, and services.
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e Processes data or information for use by other equipment, software, and
services.

The GIG works at the infrastructure level providing seamless end-to-
end capabilities from all operating locations (bases, posts, camps, stations,
facilities, mobile platforms, and deployed sites). And therefore should in-
clude non-GIG IT, such as stand-alone, self-contained, or embedded IT
that is not or will not be connected to the enterprise network. The GIG can
support plug and play interoperability to joint, high capacity, netted opera-
tions. It makes tactical and functional fusion a reality, defenses in depth
against all threats, and is fused with weapons systems necessary to achieve
information superiority. It can interface to coalition, allied, and non-DoD
users and systems [8].

2.2.1 Global Information Grid and Enterprise Environment

GIG was born out of concerns regarding interoperability and end-to-end
integration of automated information systems. The effort is to manage issues
such as streamlined management and the improvement of information infra-
structure investment. GIG also includes National Security Systems (NSS) to
support National Security, and related Intelligence Community (IC) missions
and functions (strategic, operational, tactical, and business) in war and in
peace. It is DoD’s goal for its Information Management to be fully integral
to the military command and control, intelligence, and mission support func-
tions to improve interoperability of systems in order to increase optimization
of bandwidth capacity as well as to improve information sharing through the
robust networking.

The GIG’s role is to create an environment in which users can access
data through various services without having to rely on (and wait for) or-
ganizations in charge of data collection to process and disseminate the in-
formation. Figure 2.4 illustrates different GIG layers in supporting an
enterprise environment. It depicts the service layer as detached from the
applications and systems; the communications and infrastructure layers are
supporting the transport functionality and ensure cross-system interoperabil-
ity. This figure also denotes the preferred focus of enterprise operations,
which is a top—down view of services.

In addition to all the operational advantages, the GIG could also reduce
the substantial resources and logistics needed to bring command, control,
and communications systems to a military operational environment [9].
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Figure 2.4. GIG enterprise environment.
2.2.2 The Goal of GIG

The goal is to increase the network-centricity of cross-silo business plan-
ning, operational intelligence, information technology, customer, and mar-
keting management operations and can be concluded as following [10]:

increasing reach among the users and customers,
increasing richness in the information and expertise that can be applied to
supporting operational decisions,

e increasing agility in rapidly adapting information and information tech-
nology, and

e increasing assurance that the right information and resources to do the
task will be there when and where they are required.

Table 2.1 illustrates how DoD envisions the GIG will help transform cur-
rent mission critical mission into technology-oriented Information Manage-
ment operations [11].

The GIG can enhance operational capabilities while providing a common
operational environment for conventional and the next generation command
and control, enterprise mission support, service support, intelligence, and
business functions. Additionally, the values which GIG can potentially bene-
fit normal business operations include the following [12]:

e Moving information in real time before or with logical and/or physical
resources, during the planning and deployment phases to ensure the lev-
els of supplies and disposition of assets can align with the associated
missions and commands.
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Table 2.1. How DoD Envisions GIG Will Help Transform Military Operations.

Current

Future

Customized, platform-centric information tech-
nology

Circuit-based transmission of data
Bandwidth limitations
Limited operational picture

Fixed and remote command and control

Broadcast (push) information to users

Collect, process, exploit, disseminate
Individual

Stovepipe decision-making

Multiple data calls, data duplication
Private data

Perimeter, one-time security

Single points of failure

Separate infrastructures

Interoperability by standard applications

Network-centric, commercial off-the-shelf soft-
ware, Web-based

Internet protocol-based transmission of data
Bandwidth on demand
Situational awareness

Mobile, deployable, in-transit command and con-
trol

Post information on network and facilitate “smart”
pull by users

Collect, post, process, use

Collaborative

Communities of interest

Handle information only once

Shared data

Persistent, continuous information assurance
Diverse routing

Enterprise services

Interoperability designed from start (“born joint”)

Sources: DoD (data); GAO (presentation).

Establishing a rapid and seamless flow and exchange of information to
enable collaborative mission planning and execution from widely dis-
persed locations and at different levels.

Reduced redundant service involvements at high operational tempos
where dynamic planning and redirection of assets is required.

Performing collection, processing, storage, distribution, and display of
information horizontally and vertically across organizational structures
and community domains.

Ensuring individual service user possesses the ability to obtain and
use mission and administrative support information from the enterprise,
internal and external organizations, value-chain partners, and other
widely dispersed assets.

Timely, assured connectivity and information availability for decision
makers and their advisors to support effective decision-making.
Integrated, survivable, and enduring communications.

Figure 2.5 depicts a logic-to-physical horizontal view where control in-

formation can travel from a conceptual space into a physical action space as



56 Network-Centric Service-Oriented Enterprise

well as monitoring information traveling from the physical action space back
to the conceptual space. From the command and control perspective, essen-
tially all the network-centric operational values are transforming from left-
to-right in the order of information, perception, cyber or network operations,
information protection, electrical action control, to the physical action. Con-
versely, the situation awareness intelligence travels from right-to-left [13].

Physical
Response &

Information

Information
Protection

Figure 2.5. Logic-to-physical horizontal view in network-centric information flow.
2.2.3 Original GIG Operations Space

The original operational space of GIG defined by DoD was established
upon the network framework much like the Internet, but with more depend-
ence on space-based and mobile, ad-hoc systems to carry out communica-
tions functions. Figure 2.6 shows the various layers of the GIG’s overall
concept. At the core are communications satellites, next generation radios,
and an installations-based network with significantly expanded bandwidth.
These will provide the basic infrastructure through which data will be routed
and shared. In addition, the GIG would employ a variety of information
technology services and applications to manage the flow of information and
ensure the network is reliable and secure. Various information technology
tools would be available to help users determine what information is avail-
able, where to find it, and how best to use it. DoD envisions that communi-
ties of interest would be developed, linking users with common interests
who would collaborate on analyzing and sharing information. Ultimately,
most of DoD’s sensors, weapon systems, business systems, and systems be-
longing to decision makers, military units, and allies would be tied into the
GIG network — serving as both users and providers of data [11].
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Figure 2.6. A general depiction of DoD’s characterization of the GIG.
2.24 GIG Applications in Commercial Arena

Even thought the GIG was designed for the military applications, as the
goals of better information for decision-making are common between the
government and private sectors. The following scenarios and functionalities
are actually applicable to applications that require rapid and seamless flow
and exchange of information around the globe to enable collaborative mis-
sion planning and execution from widely dispersed locations and at different
levels (to include strategic, operational, tactical, and business).

2.24.1 Execution, Monitoring, and Control

A fully integrated dashboard or common operating picture that provides
appropriate level of broadness and depth of the mission status, operational
health, and potential threats to the business operation can assist the execu-
tives and service managers to obtain a three-dimensional operation space
view in near real time. This can help the decision makers to ensure vertical
and horizontal integration of mission control or executions.

In an enterprise application where reaction times must be in seconds, data
collectors (can be in a form of sensor) acquire target objects and pass that
information directly to the actor process (computer, equipment, or human) over
high bandwidth communications pipes. Through an enterprise-wide common
interface or information presentation means, the enterprise users can apply
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the knowledge or information and apply rationally to the systems inter-
operable with value-chain partners and other third-party vendors. Enabled
by interoperable and integrated systems and infrastructure, information supe-
riority hence assists the enterprise with this power tool to achieve full-
spectrum dominance.

2.24.2 Business Intelligence

Information from the best sources flows into multi-disciplined, cross-
organizational teams of analysts that respond quickly and effectively to
continuing threats and immediate crises. An astonishing volume of informa-
tion is gathered through all source collection methods, is assessed, and in
many cases is further enriched to assure its relevance to national policy is-
sues, mission planning, and operational use. Full-spectrum data is focused
and filtered so that it can be efficiently processed by teams of production
analysts. Data is fed into models and simulations so that options can be real-
istically assessed. Information can easily flow across security levels as will
be further discussed in chapter 9. The appropriate information security capa-
bilities can ensure the protection of sensitive material and sources as will be
seen in chapter 8.

2.24.3 Business Operation Support

Business functions, such as logistics, finance, health, and personnel, are
as effective and efficient as similar functions performed in the private sector.
Advanced information technology allows the users to exploit the Reliability,
Maintainability, Availability (RMA) of enterprise services. Scarce resources
are no longer wasted on unnecessary infrastructure and unique applications,
and support functions multiply the effects of the RMA. Smart cards speed
purchases and help streamline procurements. Logistic supply systems fill
requests for supplies in hours. Asset visibility is maintained at every point of
the supply chain (using advanced technologies such as bar coding and scan-
ners). Standard interfaces, shared data, and the use of commercial standards
facilitate outsourcing of activities where appropriate. People routinely tele-
commute, saving office space and reducing impacts on the environment.
Enabling technologies are used to facilitate the most efficient exchange of the
full range of business information resulting in streamlined and rapid response
to supporting missions [14].

To support its customers as they improve mission performance, the en-
terprise community reengineers its internal processes to be more effective
and efficient, and changes its culture:

o The enterprise has a customer focus and measures customer satisfaction.
e Systems and technical architectures are applied to ensure interoperability
and integration.
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o The enterprise acquisition process uses prototypes, demonstrations, and
exercises to evolve IT capabilities in full collaboration with end users.

e IT services and products are benchmarked to achieve “world-class” per-
formance at the lowest possible cost.

e The enterprise’s organizations continually improve their internal proc-
esses, such as software design and technology insertion.

o The enterprise empowers its people and embodies the principles of a
“learning organization”.

A value-chain environment, working in partnership between client and
provider, has redesigned how it does its business. Culture, organization,
training, and processes have been reinvented. Organizations are streamlined
to eliminate unnecessary headquarters staff. Individuals are empowered and
accountable. Vertical stovepipes and hierarchical thinking has given way to
horizontal teaming and cross-functional integration.

2.244  Networked Sensor Applications

As will be seen in chapter 4, sensor networks provide significant per-
formance advantages over stand-alone sensors in key mission spaces by
overcoming the fundamental performance limitations (e.g., coverage, accu-
racy, and target identification properties) of individual stand-alone sensors.
The operational performance of a sensor network (a collection of networked
sensor entities) in generating business awareness depends upon a number of
factors including the performance of component sensors, sensor geometry
(the locations of the sensors with respect to each other and the objects
of interest, the velocity of information, fusion capabilities), and tasking
capabilities.

The performance advantage that emerges from the enabling of sensor
networks is a function of the type of sensors being employed (e.g., active,
passive) and the class of objects of interest (e.g., missiles, aircraft, tanks, sub-
marines, and so forth). Sensor networks can generate significantly increased
business awareness of objects in the business operations.

The value-adding processes of data fusion and sensor tasking can par-
tially overcome these limitations. Information technologies enable firms to
create a high level of competitive awareness within their organizations and
extended enterprises. Integrating across the experiences of the firms that
have emerged dominant in their competitive domains, the following core
themes are revealed.

1. Networking is enabling the creation of new types of information-based
relationships with and among organizations that are able to leverage in-
creased competitive awareness.

2. Time is being compressed and, as a result, the tempo of operations is be-
ing increased.
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The cumulative impact of better information, better distribution, and new
organizational behavior provides firms with the capability to create supe-
rior value propositions for their customers and dominate their competi-
tive space.

2.2.5 GIG Functions

The GIG process is required to accommodate all Information Manage-

ment tasks related to creation, acquisition, transmission, organization, stor-
age, dissemination, presentation, protection, and disposition of information.
The functions that support and characterize the information flow and ex-
change throughout the GIG are organized and defined as follows:

1.

Computing has process and store functions. The process function is a set
of operations to manipulate data, information, or knowledge into the de-
sired form to support decision-making and other GIG functions. The
store function retains, organizes, and disposes of data, information, or
knowledge for information sharing.

Communications supports the transport function to facilitate end-to-end
movement of data, information, or knowledge between operational com-
munities.

Presentation or the human-GIG interaction (HGI) function supporting
information interactions between human-in-control and GIG service
access point.

Network Operations (NETOPS) has three main management functions. It
is an organizational and procedural framework for integrating network,
information dissemination, and information assurance managements. The
network management (NM) function monitors, controls, and ensures the
visibility of the various networking and internetworking components.
The information dissemination management (IDM) function manages the
dissemination and storage of information across the GIG for awareness,
interoperable access, and delivery of information. The information
assurance (I4) function protects and defends (detection, reaction, and
restores) information and information systems to ensuring their availabil-
ity, integrity, authentication, confidentiality, and non-repudiation.

The GIG works an infrastructure in itself with a number of added ser-

vices, as illustrated in Figure 2.7 [15].

The following sections lay out the blueprint for areas that are needed

to be factored into solution implementation not all systems may require all
features listed.
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Figure 2.7. GIG reference model and GIG enterprise services.

2.2.5.1 GIG Computing

GIG computing consists of two areas, namely process and store. The
specific requirements of GIG process are to support decision-making and
other GIG-supported activities. The store requirements enable and support
the indexing, cataloging, and storage of information and the rapid search and
retrieval from repositories, all for decision superiority.

The GIG Process

The objectives of the GIG process requirements aim to alleviate IT chal-
lenges from the areas of interoperability, collaborative process, and security
in a distributed computing environment.

To achieve interoperability among systems’ processes, GIG requires all
processes to use standardized interprocess communications (IPC) to com-
municate with local or remote processes, regardless of whether the processes
resides on GIG or non-GIG systems. The functional specifications are also
extended to retain GIG security and integrity while being responsive to task
prioritization dynamically.

The GIG process functions support analytical and collaboration capabili-
ties through services that support collaborative planning, decision-making
aids, modeling and simulation, data mining, intelligent agents, and virtual
workspaces. All critical processes shall be able to monitor the available
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resources and adjust their behavior dynamically in accordance with the
available resources. In a situation where resources are limited and the mar-
ginal benefit of utilizing additional resources may exceed the cost of resources
used, the system function ensure efficiency can be traded off with effective-
ness. Both the interactive and batch processing mode should be available to
deal with time-critical or survival information in stringent timeliness
requirements.

Additionally, all processes of systems shall be protected and secured at
appropriate levels and be visible to and cooperate with all [A operations. The
level of security associated with the process should be appropriately justi-
fied. All process failures and processing exceptions of systems shall be han-
dled through error-handling and recovery mechanisms that are consistent
with threat and risk levels associated with the processing task. The reliability
requirements ensure consistent and definite results [16].

From the design and operational perspective, all processes require being
independent of the computing platform regardless of the programming or
scripting; reuse all information products previously generated maximizes
consistency and efficiency and to minimizes process redundancy. The system
should adopt a modular design for a high degree of cohesion to enhance pro-
cess reusability and system maintainability. Such design implies low coupling
and leads to relatively independent processes to achieve the plug and play
“commodities” goal. The validation requirement demands the accuracy of
outputs from systems to ensure that the right system was built. The verifiability
requirement focuses on a traceable path from the designed and implemented
system to check for building the system the right way.

The GIG Store

The store function is responsible for the organization, retention, and dis-
position of information to facilitate information sharing across the GIG.

The GIG store functions include Infrastructure Management providing
visibility of storage infrastructure to efficiently manage the available storage
capacity and provide the capability to remove/discard/update stored data.
Systems’ data shall facilitate its distribution in accordance with processing
and transport needs and supports the rapid retrieval of the information by the
user.

The GIG store function dictates the specifications in identifying and
using common standards for data and metadata representation to ensure data
interoperability, e.g., XML. Using a single, discrete source of reference,
future updates of that data will be able to refer back to the designated single
reference source. Data and information integrity should be maintained
whether they are compressed for storage or not. One of the key features in
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GIG storage is its high standard of data survivability; the system function
prevents the loss of stored data from physical threats such as fire, water
damage, information operation threats, power outage, natural events, and
Electromagnetic Pulse (EMP).

The data security function includes classification and releasability criteria
within the semantic tag or associated schema, including the authorization
requirements of data retrieval. The short-term data retention function consid-
ers mission operational needs, while the long-term retention function
includes legal or other regulatory requirements. All the data should be trans-
parent to the user. The data disposal function allows reuse of the storage
space occupied by the disposed data; the storage space is hence released for
the storage of new data.

2.2.5.2 Communications

GIG Communications provide transport functions to allow the enterprise
to move information or knowledge within the enterprise environment,
including users, producers, and intermediate entities. As the networking
technology evolves, a standards-based framework can enable the seamless
and efficient insertion and incorporation of emerging technologies for fully
cross-domain information exchange.

The scope of the transport framework is to conduct information sharing
over the existing data links networks. In wireless applications, the utilization
of the GIG communication resource in the area of electromagnetic spectrum
can be optimized through efficient frequency reuse and advanced modula-
tion, compression, and filtering techniques. In a large scale operating envi-
ronment where interoperability is critical, the spectrum management will
include compliance with collaborated policies to achieve the most effective
result.

The framework also includes the control of information switching, rout-
ing, and transmission functions. QoS in transport services deals with priority
information delivery in an overarching operating environment. Quality
factors can include: response time in unicasting, multicasting, or broadcast-
ing applications, prioritization and precedence for expedited handling, avail-
ability and reliability for service level objectives, real or near real-time latency,
as well as the call throughput success rate. In a more dynamic operating
environment where mobility (e.g., communications on-the-move) is demanded,
the transport framework is responsible for providing an uninterrupted service
both laterally and vertically. For voice applications, the framework needs to
provide secure voice interoperability and high call throughput success rate
also known as call completion rate. Measurable goal-achievement depends on
near real-time data collection from transport elements such as switches or
routers to the network management devices.
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From an operational perspective, GIG can improve the service availabil-
ity and reliability by possessing the capability for multiple connectivity paths
(not susceptible to the same threats) and media to increase the robustness of
the services to avoid any single point of failure. The service systems and
their supporting systems should be designed to feature maximum mobility
and ease of deployment, especially in the areas of scalability and adaptability
to satisfy different deployment scenarios. In mission critical applications,
survivability of information and systems against all potential threats com-
mensurate with the operating environment is essential. To enable user confi-
dence, all information elements exchanged should maintain a high degree of
information integrity. Depending on the security requirement, sufficient se-
cure voice cryptography is essential for enabling interoperability with other
operational organizations.
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Figure 2.8. Three-Tier ground, air-space network.

Figure 2.8 depicts a three-tier ground, air, and space network The com-
merical applications of space communication are expanding to include global
long-distance telephone service; wireless communications and wireless data
links; private, wireless networks for voice, data, and multimedia; point-of-sale
data gathering; news gathering; information distribution, videoconferencing,
and employee training; entertainment services (high-quality television trans-
mission); digital audio broadcasting; Internet services; tele-education; tele-
marketing; crime-prevention networks; intelligent highway services; and
high-performance, special-purpose radio-frequency components, antennas,
digital electronics, and digital signal processing.
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2.2.5.3 GIG Network Operations

Network Operations (NETOPS) is the organizational and procedural
structure used to monitor, manage, and control the GIG by means of NM,
IDM, and IA. To effectively support network-centric operations, the enter-
prise must be able to obtain cross-organizational situational awareness of
their IT assets and the information flow [17].

Network Management (NM) Function

As depicted in Figure 2.9, network management (NM) hierarchy, the
stove-piped and multiple-domain application systems shown in level three
are normally not designed to support global, end-to-end network manage-
ment. In layer two, the mission specific scope offers network or sub-network
based information and operational management. It is not until layer three
functions are in place that network management can provide a fully inte-
grated and distributed network management capability, offer an end-to-end
view of mobile wireless computing and networking, and allow the manage-
ment of common user networks from multiple locations with NCBO avail-
able enterprise wide [18].

Level 1 Management Level 1 Functions

« Global Planning
« Global Policy Management
= Global System Status

Integrated Communication
Service Management

« Global FCAPS
Level 2 Management Level 2 Functions
* Network Planning
Service Domain - Network Policy Management
« Network Engineering
Management - Network Status
- Network FCAPS
Level 3 Management Level 3 Functions
+ Domain Planning
Element + Domain Managers
Management + Domain FCAPS
\ J

Figure 2.9. Network management hierarchy.

The goal of the GIG network management function is to enable and
support distributed and partitioned network control, implement management
standards, and enhance asset visibility to support integrated enterprise
operations.
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Figure 2.10. Network management functions.

NM (Figure 2.10) is the set of activities that establishes and maintains the

GIG network switching, transmission, information services, and computing
resources available to fulfill users’ telecommunications and connectivity
needs and demands. The GIG network management services are fault, con-
figuration, accounting, performance, and planning management. The fault-
management, configuration, accounting, performance, and security (FCAPS)
is a categorical model of the working objectives of network manage-
ment, initially defined in the International Telecommunication Union-
Telecommunication’s (ITU-T’s) M.3400 TMN management functions in 1997.

The GIG NM functions include the following areas of capability:

NM encompasses the awareness of all network assets, their physical loca-
tion, and their logical relationship within the network. It automatically in-
tegrates the network resources into an end-to-end knowledge of all aspects
of the network in real time. Oversight resource are allocated or assigned
back to the common network picture.

Network planning performs dynamic and predictive planning by gather-
ing and processing knowledge from the GIG assets to optimize their
utilization. Figure 2.11 depicts sample features in the planning function.
NM can rapidly transfer control of one or a group of objects within and
across the distributed and partitioned network. The transition of control
will maintain continuous control without hindering any end-to-end visi-
bility.
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o All GIG components provide network status and metrics to the manage-
ment system to assist decision-making. The NM functions monitor, con-
figure, reconfigure, and control all aspects of the managed objects or

network devices.

o The fault and performance management (as assurance) functions perform
automated performance evaluation and fault analysis. These functions in-
clude problem detection, fault isolation and diagnosis, problem tracking,
historical archiving, trending, and alerting. The network assurance related
alerts or alarms will be correlated to eliminate duplicated or false reports.
These functions also include the tasks to initiate test as well as perform
diagnostics to isolate service defects.
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Figure 2.11. Network planning and its associated functions.

Information Dissemination Management (IDM) Function

Information dissemination management (IDM) can maximize the flow
of relevant information to the user, consistent with the user’s information
requirements, the operational policy (to include statutory requirements), and

available resources.
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Figure 2.12. Survival information dissemination metric.
The IDM offers services to the following three targets:

service managers to adjust information delivery priorities dynamically
based on operational conditions and communications (bandwidth) avail-
ability.

information producers to advertise, publish, and distribute information to
a widely dispersed, heterogeneous user community.

information users to query information holdings and acquire needed in-
formation based on intelligent subscription to information products pub-
lished on a recurring or situation-driven basis.

Figure 2.12 illustrates an information dissemination scenario with meas-

urement metrics. Here an Information Producer A at System X disseminates
survival information, through Service Z, to an information user F at system
Y. Nodes B, C, D, and E represent service access points managed by service
managers [4].

The major IDM functions can be grouped into five categories and listed

in the Figure 2.13. They are:

Operational characteristics category addresses the robustness of the
networks/communications transmission pathways, including the flexibil-
ity to adopt tactical and strategic operations without major software
modifications, scalability for small or large deployment, and directory
services for minimal personal intervention.

Awareness category recommends desired formats on the priority of in-
formation flows in accordance with dissemination policy, infrastructure
availability, and security policies. This function also assists the users to
expedite the discovery of information. These functions include:
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Figure 2.13. IDM functions.

o assist the user to develop identification mechanisms for facilitating rapid
awareness of existing information or for triggering new information collec-
tion,

o use standardized metadata (including classification) to label information prod-
uct,

o use profile-driven service for speedy dissemination once a profile is posted,

o search-driven service equipped with well-defined user queries available to search
queries,

o build and update catalogs of information products automatically based upon
information products and users’ profile requests,

o allow users to access information description via standard metadata,

o track and report the satisfaction level of the information delivery,

o allow the users to manage profiles based on collaboration of information (e.g.,
mission, role, time, location, situation, and environment), dissemination
policies, and other rule sets such as security, and

o allow the users to dynamically activate/deactivate information requirements
based on profiles.

Information access services regulate access to information according to
information assurance (e.g., security rules) and dissemination policies in
the domains of internal organization, external organizations, supply
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chains, and value-chain partners. The purpose of these services is to al-
low service users to make their information query without being aware of
the details involved in the retrieval process.

e Support services provide the necessary interfaces to other GIG functions
to enable information awareness, access, and delivery as well as to make
the information product more proactive and efficient. These functions
provide the capabilities to
o monitor and control IDM core resources and services,

o retrieve information of interest once located,

o filter superfluous information from multiple sources,

o correlate redundant information,

o identify information relationships (e.g., complementary, parallel, or recipro-
cal),

o distribute system status information to the administrators,

o monitor and track information flows to identify measurement trends based on
Area of Responsibility (AOR) in order to facilitate mission adjustments,

o construct an information query for a user when search-driven query is not
available,

o notify changes on policy, user information requirements, IDM services, net-
work status, provider and user system status, and

o notify availability of information or the delivery/receipt of information.

e Delivery category capitalizes the capability to produce and disseminate
time-critical (e.g., survival) information to specific receivers. These func-
tions provide the capabilities to 1) feature effective and intuitive func-
tions for the users to define dissemination policy, changes to the
subordinate policies should raise alerts; 2) provide a means in the policy
management to quickly and dynamically modify a policy; 3) deliver
(survival) information with appropriate prioritization in accordance with
standard schema, dissemination policies and user profiles; 4) inform the
users for information producer’s new or updated products; 5) delineate
information products with established search words and level of descrip-
tion (by information producers) for quality advertisements; 6) establish
and dynamically adjust the end-to-end delivery plan based upon user
information requirements, mission priorities, dissemination policy, and
available transport resources; 7) use the delivery attributes (e.g., priority,
QoS, Precedence) to govern dissemination treatment in the transport sys-
tem throughout the GIG; and 8) disseminate information to a specific
geographic area where the users are situated.

Information Assurance (IA) Functions

Information assurance (IA) protects and defends information and infor-
mation systems by ensuring their availability, integrity, authentication,
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confidentiality, and non-repudiation. This includes the restoration of infor-
mation systems by incorporating protection, detection, and response capa-
bilities.

The following three figures illustrate the evolution of network and infor-
mation assurance from the perspective of networking architecture:

Figure 2.14 portrays a security network based on physical separation. A
separated network for each Col in a cross companies or cross organizations
situation provides absolute isolation of unwanted intends of information
sharing. The cost overhead for this configuration, however, is expensive and
not practical. Furthermore, the relationship with coalition partners or suppli-
ers will not be functioning at the isolated silos. The following figure illus-
trates two functional communities in which users share the same work area,
the system functions offered by separate networks [19].
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Figure 2.14. Separate networks.

Figure 2.15 portrays a security network based on the concept of virtual
community. The virtual community uses firewalls to establish a virtual
private network (VPN) allowing the communities to share a common net-
work infrastructure. The firewall offers user authentication and access con-
trol to enforce secure accessibility. Role based access control restricts access
of community resources only to designated users to prevent leakage of in-
formation. To improve the level of protection, encryption technologies can
be deployed to prevent the data from being readable from the network. The
figure below depicts two user groups that are networked into two server/data
clusters. A security manager situated between the two sub-networks features
access control to these two communities. Central policy based management
provides control of security at low support cost.
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Figure 2.15. Virtual community.

Figure 2.16 portrays a security network based on classified networks.
After maturing the VPN technology and wide-spread deployment, the enter-
prises are realizing yet another security challenge which is the privacy
within the enterprise network. Similar to the virtual community delineated
previously except that site-to-site encryption technologies now apply to the
confidentiality for classified information during its travel across the Internet.
Enhanced domain based security provides access control, data separation,
central policy management, and data privacy as services to the system users.
In a value-chain environment where multiple organizations exchange infor-
mation closely, sets of collaborated rules and policies are critical to a suc-
cessful information sharing architecture. The following figure depicts a
coalition environment in which multiple classified user groups and server
groups are connected over the Internet.

Extending from Figure 2.16, it is a general requirement for the [A func-
tions to provide mechanisms for controlling access to specific information
such as intelligence, personal, and proprietary information based on the poli-
cies and rules aforementioned [20].

In the scope of GIG information protection, IA protects the information
from any unauthorized or unintended access or modification during the
information life cycle including storage, processing, transmission, and
presentation. It is essentially to maintain the integrity, reliability (even in the
event of a denial of service attack), robustness, survivability, and rapid resto-
ration of information and process.
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Figure 2.16. Classified networks.

There are two main subjects in these functional groups. Firstly, The GIG
systems shall have the IA capability to define, control, and defend enclave
boundaries. The systems should be able to operate within each security
enclave and across any security enclaves in a controlled fashion using ade-
quate assurance means. Confidentiality services should operate across secu-
rity enclaves allowing users to share data at different and/or multiple
security levels as appropriate. Content-based encryption of information ob-
jects should be supported at the host and the public key infrastructure should
be developed for authentication, confidentiality, and non-repudiation.

Secondly, the systems should provide adequate protection to prevent or
at least minimize the opportunity of anomalies, attacks, or disruptions from
external threats, internal threats, and natural causes. These threats can in-
clude passive intercept attacks such as unauthorized disclosure of informa-
tion or a user attempts to circumvent system access for performing
unauthorized operations. In any event, the system should incorporate an in-
frastructure which can rapidly detect, report, and respond to all sources of
such events to enable operational situation awareness and responses.

Figure 2.17 shows a dynamic and active defense system through layers
protection where gray colored lines represent attacks and the black lines
represent authorized access [13].
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Figure 2.17. Information assurance functions.

2.2.54 Human-GIG Interaction

Human-GIG Interaction (HGI) is the input and output of information
representations between human-in-control and GIG entry points. The system
design should minimize human performance errors, interface problems,
and workload (physical, cognitive, attention) requirements. All of these
improvements will greatly enhance the operators’ and executives’ decision-
making ability.

HGI specifies the requirements which present information to and accept
information from humans using a combination of visual presentation (blink-
ing lights and plain text through full-motion, stereoscopic, color imagery,
and human visual inputs), aural presentation (e.g., single constant tone
through multi-language, stereophonic, synthesized speech), tactile presenta-
tion (e.g., pressure, temperature, and vibration), or other unique sensory
methods. The use of multimedia presentations can avoid reading voluminous
textual material and expedite the decision-making process. Interface charac-
teristics should be designed to maximize human productivity and perform-
ance, for instance, users can prioritize information inputs for review/alert or
the system interface is compliant with the enterprise or mission standards to
minimize user input, mechanical, and perception errors and support recovery
from errors.

HGI requires unobtrusive confirmations of user input and actions, to in-
clude implicit visual, aural, and/or tactile feedback in response to user ac-
tions (e.g., push-button highlighting, mouse button or keyboard key clicks,
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or audible tone) as well as explicit notifications for the system response of
the entered data.

All end-user skill levels should be supported in the aspects of learnability
which is to minimize the time and effort invested in reaching a specified
level of user performance, flexibility which provides multiple methods to
accommodate changes to tasks or preferences, and tailorability which is to
accommodate mission changes or skill differences. HGI also includes a user-
centered design to ensure that the requirements of the end-user are satisfied
and results in increased user satisfaction. A context-sensitive on-line help
tools are included to eliminate or reduce the need for off-line support or
documentation. Software download capabilities that provide basic user-
assisted functionality such as metadata encoding, converters, fonts, render-
ing, and input method editors should be available as needed.

HGI shall functionally accommodate use in a specialized operating environ-
ment (e.g., cockpits, mobile environments, hand-held radios, ships, low light),
for instance, for the safety of users in tactical situations. Decision aids and tools
should be available to maximize user efficiency of their task and determine
what interfaces will be supported in certain operating environments. HGI
hardware and software elements shall be ergonomically designed to maxi-
mize productivity by reducing user fatigue and discomfort.

2.2.5.5 Mobility Common Operational Picture

With the features discussed in the previous sections, the GIG is emerging
as the next generation service architecture for military command, control,
communications, intelligence, surveillance, and reconnaissance information
to the spectrum of users, software agents, and software systems.

To meet information needs of operational commanders, data and services
available in the GIG are composed to create a Common Operational Picture
(COP; section 9.6) to facilitate collaborative planning and situational aware-
ness. The COP presents a mix of information provided by decision aids, en-
vironmental databases, platform performance data, doctrinal behaviors, and
simulation processing. This data is reconciled through metadata and data
mediation and merged to create the GIG COP, as will be discussed in chap-
ter 8 [21,22].

As depicted in Figure 2.18, the GIG provides the enabling foundation for
network-centric business operations, the realization of improved information
positions is established upon COP that provide the basis for shared situational
awareness and knowledge to help achieve fully interoperable response capa-
bility. The figure shows a high-level operational view of an organization of
the logical GIG functions and their interrelationships within the GIG. Also
included are the entities that the GIG is required to interface with when en-
gaging in the exchange and dissemination of information with them [4].
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Figure 2.18. High-level operational view (OV-1).
23 Telecommunications Management Network Models

The service environment of a telecommunication service provider in-
cludes multi-vendor networks and a rather complex new-economy world of
providers and clients in an ever-expanding value chain. As shown in Figure
2.19, the network architecture is typically designed with a number of hori-
zontal network layers, each with a distinctly unique purpose and the connec-
tivity service are separated from the end-user services. In addition, vertical
division sets apart the network and the related service control and media
gateways with diversified and vast area of communication products and
technologies. All these resources aim to provide a solution capable of deliv-
ering a unified set of end-user services [23].
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Figure 2.19. The architecture for next generation networks.

The challenge to the service provider is how to manage and operate a set
of services and the infrastructure effectively. This task involves people,
processes, and systems. Such systems are referred to as Operations Support
Systems (OSS) in the telecommunication industry. The OSS provides meth-
ods and procedures to access managed service objects across the entire net-
work infrastructure and manage the business itself. Figure 2.20 depicts the
ITU-T’s Telecommunications Management Network (TMN) model. The
pyramid figure demonstrates how an OSS solution is integrated, in building-
block fashion from the network element to the business management layers.
This figure illustrates how each layer is dependent on the services provided
by the adjacent layer below; all contribute to the overall success of the
business.

From bottom up, the network elements layer contains networking equip-
ment such as switches and transmission that constitute a single resource. The
element management layer is the management functionality that is required
to operate a single piece of equipment. The network management layer
addresses the functionality required to control a network that is formed by mul-
tiple network elements; the management scope is typically covering an end-
to-end connection. The service management layer concerns the management
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Figure 2.20. ITU-T, Telecommunications Management Network model.

capability of services that are supported by the lower-layer networks. A ser-
vice can be a hotspot access, an e-mail account, or Short Message Service
(SMS) messaging. The business management layer has two parts: the man-
agement functions that are customer-facing can include the customer man-
agement, billing, and customer center; the service provider management
functions can include market research, market share, and governmental goals
achievement.

Critical to the success of any integrated OSS is its capability to provide
visibility of the entire managed service, and to draw the appropriate business
flow that is affecting the customer experience. From that standpoint, TMF
has defined TOM and eTOM to develop sets of recommendations for service
providers. These will be further delved into the following sections.

2.3.1 Telecommunication Operational Maps
The TMF’s Telecommunication Operational Maps (TOM) uses customer

interface management at the top layer to drill down to the lower-layer proc-
esses. It is a framework that provides a definition of common processes, a
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common language, end-to-end process flow examples, and individual proc-
ess inputs and outputs. It is relevant to all service types and should be tech-
nology independent. The strength of the TMN model is that it provides the
capability to reach a level of abstraction that is increased through the layers.
Ideally there is no need for interaction between layers that are not adjacent
[24].

The TOM focuses on the direct customer processes represented by ful-
fillment, assurance, and billing (FAB). However, FAB processes were not on
the TOM framework map, they were rather an overlay. As shown in Figure
2.21, the TOM regroups the TMN model into three basic, end-to-end proc-
esses common to any service-oriented business. These three categories are
referred to as FAB, as illustrated below:

e Fulfillment process grouping provides customers with their requested
products in a timely and correct manner. This process translates the cus-
tomer’s requests into a solution, informs the customers of the status of
their purchase order, and ensures completion on time. Fulfillment process
also covers the overall process of implementing and activating services
for a customer.

e Assurance process grouping maintains the service to ensure that services
provided to customers are continuously available and compliant to SLA
or QoS objectives. The assurance process also manages the service
through timely responses and resolution of customer- or network-
triggered problems through effective trouble ticket management and dis-
patching jobs for restoration and repair.

¢ Billing process grouping conducts timely and accurate bill preparation,
knowledgeable and responsive billing inquiry support, and timely ad-
justment-handling and payment operations. This process grouping also
supports prepayment for services.

All three end-to-end processes have interfaces among many processes
across the framework. The customer predominantly initiates the fulfillment
process. The assurance process can be triggered by the customer or resource
elements, and the billing flow is predominantly from data collection in the
resource elements to bills presented to the customer. There can be additional
interfaces required with other providers and operators. All these flow
elements have a certain level of integration and automation.
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Figure 2.21. TMF Telecommunication Operational Maps.
2.3.2 Enhanced Telecommunications Operations Map

From the original TOM, TMF carries forward into the enhanced Tele-
communications Operations Map (eTOM) and broadens to a total enterprise
framework, through several generations of detail and refinement, to the cur-
rent Release. The eTOM is intended to address increased complexity in a
service provider’s business relationships and processes. It specifically adds
processes to address the needs of supply chain life-cycle management, sup-
plier/partner relationship management, product life-cycle management, and
infrastructure life-cycle management. The eTOM structure establishes as a
“business process framework”, rather than a “business process model” serv-
ing as the blueprint for process direction. This is because the enhanced map
aims to categorize the process elements business activities so that these can
then be combined in many different ways, to implement end-to-end business
processes (e.g., fulfillment, assurance, and billing) which deliver value for
the customer and the service provider. Because its nature of technology in-
dependence, the eTOM does not intend to address the strategic issues such
as vision, mission, target customers, or market segments, and so forth.
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Although the eTOM is more complex than the TOM, in some ways it is
more intuitive than the TOM in that it closes gaps in enterprise management
(i.e., corporate-type) processes, marketing processes, customer retention
processes, supplier and partner management processes, and so forth. Currently,
eTOM is being developed by TMF in areas such as further lower-level process
decompositions and flows, and ongoing feedback together with its linkage
with the Next Generation Operations Support Systems (NGOSS; section 2.5.3)
program. The eTOM processes can be further divided into the following
three-tier hierarchy.

2.3.2.1 Level Zero Processes

The eTOM Business Process Element Enterprise Framework represents
the highest conceptual view of the eTOM Business Process Framework as
well the whole of a service provider’s enterprise environment. At the overall
conceptual level, eTOM can be viewed as having three major areas of proc-
ess, as shown in Figure 2.22 [25].

e Strategy, Infrastructure and Product which covers planning and life-cycle
management.
Operations which cover the core of operational management.
Enterprise management which covers corporate or business support man-
agement.

The conceptual view of the eTOM Business Process Framework provides
an overall context that differentiates strategy and life-cycle processes from
the operations processes in two large groupings. It also differentiates the key
functional areas in four horizontal layers, shown in Figure 2.22. In addition,
enterprise management shows the internal and external entities that interact
with the enterprise. The functional groupings reflect the major expertise and
focus required to pursue the business. The four functional groupings are de-
lineated below:

o The Market, Product and Customer Processes are constituted by sales
and channel management, marketing management, and product and offer
management, as well as customer relationship management and order-
ing, problem handling, SLA management, and billing.

e The Service Processes include service development and configuration,
service problem management, quality analysis, and rating.

e The Resource Processes support the development and management of the
enterprise’s infrastructure, whether related to products and services, or to
supporting the enterprise itself.

o The Supplier/Partner Processes support the enterprise’s interaction with
its suppliers and partners. This involves both processes that manage the
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Supply Chain that underpins product and infrastructure, as well as those
that support the Operations interface with its suppliers and partners.

The Enterprise Management Process Area includes basic business proc-
esses that are required to run any large business. These generic processes
focus on the setting and achieving of strategic corporate goals and objec-
tives, as well as providing those support services that are required
throughout an enterprise. These processes are sometimes considered to
be the corporate functions and/or processes, e.g., financial management,
human resources, management processes, etc. Since enterprise manage-
ment processes are aimed at general support within the enterprise, they
may interface as needed with almost every other process in the enter-
prise, be they operational, strategy, infrastructure, or product processes.

~ ™
C Customer >
4 ™
Strategy, Infrastructure Operations
And Product
Market, Product and Customer
L1
Service
Resource (Application, Computing and Network)
Suppliers/Partners
\_ g /
C Suppliers/Partners >
[ Enterprise Management ]
Shareholders Employees Other Shareholders
o J

Figure 2.22. ¢TOM Business Process Framework — Level Zero Processes (High-level

Structure).

Additionally, Figure 2.22 [25] also depicts the major entities with which

the enterprise interacts. These are:

Customers, to whom service is provided by means of the products sold
by the enterprise: the focus of the business!

Suppliers, who provide products or resources, bought and used by the
enterprise directly or indirectly to support its business

Partners, with whom the enterprise co-operates in a shared area of business
Employees, who work for the enterprise to pursue its business goals
Shareholders, who have invested in the enterprise and thus own stock
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e Stakeholders, who have a commitment to the enterprise other than
through stock ownership.

2.3.2.2  Level One Processes

Figure 2.23 shows the Level One processes in the eTOM Framework
with seven vertical process groupings conducting the end-to-end processes
required to support customers and to manage the business.

Starting from the right upper box, marked as Operations, Operations
Support & Readiness is now distinguished from the TOM’s core “customer
operations processes” of FAB (section 2.3.1) to emphasize the focus on ena-
bling support and automation in FAB, an example is customer self manage-
ment. In general, The Operations Support & Readiness processes are
concerned with activities that are less “real time” or customer-facing than
those in FAB, thus are typically concerned less with individual customers
and services and more with groups of these. As the result, not all enterprises
will choose to employ this split. In addition to the FAB roles delineated in
TOM, the four Operations functional process groupings also support
the management of customer, service, resource, and supplier/partner interac-
tions.

In the left upper box, the Strategy & Commit Process Grouping, Infra-
structure Life-cycle Management, and Product Life-cycle Management
Process Groupings are shown as three vertical end-to-end process groups that
work on different business time cycles from the Operations:

o Strategy & Commit Process group is responsible for generating specific
business strategy in support of the Infrastructure and Product Life-cycle
processes as well as gaining buy-in within the business to implement this
strategy. This strategy development process is heavily focused on analy-
sis and commitment management of any market, customer, products, and
services related subjects. It also tracks and adjusts the results of the
strategies.

o [Infrastructure Life-cycle Management Process group is responsible for
responding to needs of the Product Life-cycle Management processes and
identification, definition, planning, and implementation of all necessary
infrastructures (e.g., application, computing, and network), other support-
ing infrastructures, or business capabilities (operations centers, architec-
tures, and so forth) to support the provision of products to customers.

e Product Life-cycle Management Process group is responsible for the
definition, planning, design, and implementation of all products in the
enterprise’s portfolio. The life-cycle processes survey the market
across key functional areas, the business environment, customer
requirements, and competitive offerings to create products accordingly.
Product Management and Development processes develop and deliver
new features or products to customers.



84 Network-Centric Service-Oriented Enterprise

e ™

Strategy, Infrastructure and Product Operations

Infra Operations Assurance
Lifecycle Support

Mgmt & Readiness

Marketing & Offer Mgmt

Customer Relationship Mgmt

Service Dev & Mgmt Service Mgmt and Operations

Resource Dev & Mgmt Resource Mgmt and Operations

Suppliers/Partners Relationship Mgmt

Suppliers Chan Dev & Mgmt

Enterprise Management
Strategic & Enterprise Brand Mgmt, Market

| Enterprise Quality Mgmt, R&D and

Planning Research & Advertising || Process & IT Planning & Arch Tech Acquisition
Financial & Asset Disaster Recovery, Stakeholder & Ext Human Resource
Mgmt Security & Fraud mgmt Relations Mgmt Mgmt
- .

Figure 2.23. eTOM Business Process Framework — Level One Processes.

The horizontal process groupings in Figure 2.23 [25] distinguish func-
tional operations processes and other types of business functional processes,
e.g., marketing versus selling, service development versus service configura-
tion, and so forth. The functional processes on the left enable, support, and
direct the work in the Operations verticals. Details are delineated in level two
processes as following.

2.3.2.3 Level Two and Three Processes

Level two processes drill down from level one and decompose the proc-
esses into function components. The purpose is to show in more detail the
predominant processes that need to be involved — integrated and automated —
to support the vertical end-to-end processes. This section divides the busi-
ness process framework into three portions.

Some level three processes are provided as samples during the discussion
of level two processes. As for comparison purposes, the level two discussion
can satisfy the corresponding details to the GIG requirements thus further
decomposition will not be necessary [26].

Operations

Figure 2.24 shows the Operations portion of the eTOM Business Process
Framework decomposed into four functional process groups.
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Figure 2.24. eTOM Business Process Framework — Level Two Processes.
Customer Relationship Management (CRM) Process group includes the

functionalities necessary for a service provider to collect customer infor-
mation as well as to acquire, enhance, and retain a relationship with a
customer. In a more advance feature, CRM can help the provider to iden-
tify opportunities for increasing the value of the customer to the enter-

prise.

Service Management & Operations (SM&QO) Process group includes all
functionalities necessary for the delivery, management, and operations of
services required by or proposed to customers. Based on customer’s in-
terest, the functions may involve some on-demand service (capacity)
planning and reconfiguration.
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e Resource Management & Operations (RM&QO) Process group is respon-
sible for managing all resources (e.g., computing and network infrastruc-
tures, IT systems, servers, routers, and so forth) required to deliver and
support services specified by or proposed to customers. These processes
ansure the network and information technologies infrastructure supports the
end-to-end delivery and responsive to the service order. RM&O processes
also have the ability to assemble, integrate, correlate, and summarize in-
formation about the resources to support Service Management.

o Supplier/Partner Relationship Management (S/PRM) Process group en-
ables the direct interface with the appropriate life cycle, end-to-end cus-
tomer operations, or functional processes with suppliers and/or partners
to support the core operational processes, both the FAB as well as the
functional operations processes. The processes include issuing RFPs as
part of the buy process, issuing purchase orders and tracking them
through to delivering, handling problems, validating billing and authoriz-
ing payment, and quality management of suppliers and partners.

Strategy, Infrastructure & Product

Corresponding to the Operations portion of the eTOM Business Process
Framework, there are four Functional Process Groups in the Strategy Infira-
structure & Product (SIP) domain as depicted in Figure 2.25. These proc-
esses support the management and operations of marketing and offer,
service, resource, and supply chain interactions.

o Marketing & Offer Management Process group includes defining strate-
gies, developing new products, managing existing products, and imple-
menting marketing and offering strategies. These processes are enabling
processes, but also the key processes that are accountable for pricing,
sales, channels, marketing communications, and promotion.

o Service Development & Management Process group is responsible for
planning, developing, and delivering services to the Operations domain. It
defines the strategies for service creation and design, manages and assesses
the performance of the services to meet the existing and future goals.

o Resource Development & Management Process group is responsible for
planning, developing, and delivering the resources needed to support ser-
vices and products to the operations domain. It defines the strategies
for development of the network and other physical and non-physical
resources, introduces new technologies and internetworks with existing
ones, and manages and assesses the performance of the resources to meet
the existing and future goals.



Enabler of Information Superiority 87
Strategy and Commit Infrastructure Lifecycle Product Lifecycle
Management M nt
Customer & Offer Management
Product & Cffer || Marketing Product Marketing
gﬂeg:ﬁéysvategy Product & Offer Capability Capability Development & || Communications &
ELlH 8 Delivery Delivery Retirement Promotion
Product & Offer EI‘JSIH_GSS&
anning
Portoio Strateay. | Commiment GRM Capability Delivery Dajes & Channel
Policy & Planning Development
1 L
Service Development & Management
Service & Operation: Senvice
Service Strategy | Service Planning CE Zel D"‘f CURIL Development &
& Policy & Commitment <RIy REERY Retirement
T I
Resource Development & Management
Technology Technology
& Resource & Resource Resource & Operations Resource
Strategy Planning & Capability Delivery Development
& Policy Commitment
I I
Supplier Chain Development & Management
Supply Chain
Supply Chain || Supply Chain Supply Chain Capabilit Development &
’ pply p y
Strategy & Planning & Availability Change
Policy Commitment | Management
I I

Figure 2.25. eTOM Business Process Framework — Level Two Processes.

o  Supply Chain Development & Management Process group is responsible
for the interactions required by the enterprise with the supply chain sup-
pliers and partners. Companies are increasingly working together with
suppliers and partners either to broaden their offerings or to improve their
productivity. These processes assist the enterprise to have the informa-
tion flows and financial flows in place and suppliers/partners available to
deliver the required support in a timely manner.

Enterprise Management

Shown in Figure 2.26, enterprise management process group centralizes
services and manages the enterprise-level actions and needs to provide a
clearer focus for the relevant process responsibilities. It provides support
services required throughout the rest of the enterprise. This grouping en-
compasses all business management processes necessary to support the rest
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Figure 2.26. eTOM Business Process Framework — Level Two Processes.

of the enterprise, including processes for financial management, legal manage-
ment, regulatory management, process cost and quality management, and so
forth. Enterprise management processes are, in part, responsible for setting
corporate strategies and directions and providing guidelines and targets for
the rest of the business. TMF does not develop process models for these
processes, since they are not processes that require significant specialization
for the service providers. The eight process groups are illustrated below:

o Strategic & Enterprise Planning Process group drives the mission and
vision of the enterprise by developing the strategies and plans for the ser-
vice provider enterprise. The business and focus of the enterprise such as
market direction, financial requirements, and acquisition plan are deter-
mined in accordance with the discipline of strategic planning. The proc-
ess also develops and coordinates the overall plan for the business
working with all key units of the enterprise.

o Disaster Recovery Process group focuses on assuring that the enterprise
can support its mission critical operations, processes, applications, com-
munications in the face of a disaster, from security threats and fraud
attempts. These processes include priority assessment, disaster recovery
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planning, and testing. Security processes have many facets and levels
from entry to a building to password management and encryption. Fraud
processes are closely aligned with security processes involving threshold
alarms, credit verification.

o Human Resources Management Process group manages the people re-
sources that the enterprise uses to fulfill its objectives. These processes
includes salary structures, performance appraisal, compensation, em-
ployee benefit, labor (Union contract) relations and negotiations, safety,
training, employee acquisition and release, retirement, and workplace op-
erating policies.

o Brand Management, Market Research & Advertising Process group di-
rect and support the Marketing processes in the Strategy, Infrastructure &
Product and the Operations processes of the enterprise. This process
group is also called knowledge management. Brand management defines
the policies and strategies for the enterprise’s brands. The market re-
search processes assess product impact, determine action, and assess cus-
tomer satisfaction. Advertising processes support ongoing and specific
advertising campaigns which are to define overall advertising strategies
and policies, work with advertising agencies, and measure effectiveness.

o Stakeholder & External Relations Management Process group manages
the enterprise’s relationship with stakeholders (e.g., shareholders and
employee organizations) and outside entities (e.g., regulators, local
community, and unions).

o Financial & Asset Management Process group is accountable for overall
management of the enterprise income statement and overall corporate
balance sheet. Financial management processes include Accounts Payable,
Accounts Receivable, Expense Reporting, Revenue Assurance, Payroll,
Book Closings, Tax Planning and Payment, and so forth. Asset Manage-
ment processes set asset policies, track assets, and manage the balance sheet.

o FEnterprise Quality Management Process and IT Planning and Architec-
ture Process group is in charge of developing and improving the key
architectures of the enterprise. It defines the enterprise’s quality
management processes and policies as well as providing IT guidelines
and policies, funding approval.

o R&D/Technology Acquisition Management Processes perform research
and development of technology within the enterprise and evaluation of
potential technology acquisitions.

SM&O Support & Process Management processes monitor and control
the SM&O processes, from a general, a cost, a Quality Performance, and an
Assurance point of view. These processes are also responsible for supporting
new product and feature introductions and enhancements, in development and/
or review of processes, methods and procedures in support of new products
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deployment, as well as conducting Operations Readiness Testing (ORT)
and acceptance. Readiness processes develop the methods and procedures
for the specific process and functions and keep them up-to-date, including
making improvements. All these procedures occur before Operations accepts
a new product, feature or enhancement, operations.

For service providers, it provides a neutral reference point as they con-
sider internal process reengineering needs, partnerships, alliances, and gen-
eral working agreements with other providers. For suppliers, the eTOM
framework outlines potential boundaries of software components and the
required functions, inputs, and outputs that must be supported by products.

Neither BSS nor service providers’ enterprise management are in the fo-
cus of this book, hence, the TOM architecture is used to illustrate the opera-
tional aspect of service assurance.

2.4 Emerging ¢eTOM and GIG

Emerging eTOM and GIG is a challenge to many enterprises, which are
looking for a unified operational environment to collaborate the government
and private IT industries. This section analyzes the commonalities and dif-
ferences between eTOM and GIG in the application of Information Man-
agement.

2.4.1 GIG Is a guideline for DoD Network-Centric Service
Management

GIG is a prescriptive specification for US DoD to specify the guidance
on the implementation and continues delivery of service systems. The GIG
works at the infrastructure level providing seamless end-to-end capabilities
from all operating locations at a highly diversified operating environment. It
can interface to coalition, allied, and non-DoD users and systems.

GIG is developed as guidance for service developers and integrators
to serve a complex networked environment with many existing legacy sys-
tems, procedures, organizations. To introduce new emerging technologies
and methodologies the GIG systems should accommodate many different
requirements that make the detail service models rather complicated. At
large, the service model is based on user hierarchy in accordance with the
military commanding echelons. Even though the systems are technologies
neutral, the GIG requirements have tendency of addressing wireless and mo-
bile networks because of the nature of its applications in the military arenas.
Unlike the commercial model where customers are associated with the ser-
vice provider’s service level objectives or agreements, the QoS in a GIG
transport service focuses more on the end-to-end security, availability, and
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performance. The concept of high-level services has been recently integrated
into the GIG architecture however it is not yet as comprehensive as in the
commercial solutions.

Philosophically speaking, the service concept of GIG is based on network-
centric operations where access points are less significant in comparison
with the networked resources which will make the service available to
the users. This is because in a mission critical environment, a user may
choose to operate the same mission via different media due to mobility
requirement, for instance. Measures of the success are based on the avail-
ability of the information in the network, instead of the availability of certain
service access points.

GIG contains extensive requirements covering the principle, design, de-
velopment, and testing criteria for the systematic implementation of DoD
network-centric service management. It provides guidance for the DoD sys-
tem developers and integrators to overcome potential objections raised dur-
ing implementation and resolve foreseeable barriers likely to be encountered
during the integration with non-GIG systems.

2.4.2 e¢TOM Is a Catalogue of Process Element Categories

Extending from the scope of providing standards for telecommunication
service providers, the eTOM focuses on the information and communica-
tions service providers’ development and integration of BSS and OSS. The
eTOM analyzes all of the business activities of a service provider and cate-
gorizes them into different levels of detail, according to their significance for
the business. The ratification of eTOM as an official ITU standard in 2004
has moved the eTOM into formal ITU recommendation, which is more
widely accepted in private sectors.

The eTOM provides guidance for the development and management of
key processes within a service provider by offering a catalogue of industry-
standard names, descriptions and scopes, at multiple hierarchical levels as
discussed earlier. The eTOM positions itself at commercial application and
is designed as customer-centric, viewing business process from the customer
services. At that level, it is difficult to differentiate some internal processes
which deal with the infrastructure or business supporting tasks. By moving
up from the original telecommunication operational management into busi-
ness process framework, the level of detail used to satisfy the telecommuni-
cations service provider has to scarify for broader or generic standard
audiences. As the result, the current eTOM model is more valuable for sys-
tem architecture design than system development. Future iterations of e TOM
are expected to elaborate lower-level processes as well as the linkages
between them.
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To accelerate enhancements to eTOM for the purpose of information su-
periority, reference to specialized infrastructure recommendations such as
GIG can bridge these gaps with proven models. On the other hand, adding
the application concepts of eTOM to the development of GIG systems can
improve bottom-line sensitivity and customer-centric services. With the
availability of many eTOM compliant off-the-shelf products, the govern-
ment or large scale enterprise IT operations can benefit from the marriage of

these two models.
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Figure 2.27. How GIG processes overlay eTOM Operations Process Elements.
2.4.3 Overlay of GIG to the Level 2 eTOM Framework

The GIG’s NETOPS and Communications can be partially overlaid onto
the eTOM. The following figures (Figures 2.27 to 2.29) show the eTOM
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level two Operations, SIP and enterprise in building GIG processes from the
NETOPS and Communications specifications. The GIG processes and func-
tions delineated earlier are of an equivalent process level to the eTOM level
two decompositions [27].

It is worthwhile to point out that GIG documents provide lower-level
process details for very specific applications, such as ones with high mobil-
ity and stringent security. Because GIG processes aim to guide such detailed
system implementation, their overlay to the eTOM’s level three process
elements is the most appropriate. However, due to the incompleteness of the
level three specifications in the current version, using eTOM to map GIG
processes is limited. For the interest of comparison, the following figures use
the shading to indicate whether GIG supports the management of internal IT
services or customer services in the correlated eTOM processes.

~
Strategy and Commit Infrastructure Lifecycle Product Lifecycle
Management Management
Customer & Offer Management
L P Product & Offer | Marketing Product Marketing
Market Strategy ~apability . I e
3 Policy Product & Offer Capability De oment & Communications &
: o e : Delivery Retirement Promotion
Product & Offer IQ’\AEZHH a &
Po > Strategy, | Commitment CRM Capability Delivery
Policy & Planning
T T
Service Development & Manag it !
. Service
Service Strategy Planning ‘(S}erw?ﬁ_& %pf"a"ons Development &
& Policy & Commitment apability Delivery Retirement
T T
Resource Development & Management
Technology Technology i
& Resource & Resource Resource & Operations i Resource
Strategy Planning & Capability Delivery i Development
& Policy Commitment |
1 1
Supplier Chain Development & Management
i Supply Chain
Supp Chain Capability Development &
Plannin AV v Change
Commitment ' Management
I 1
- J

Figure 2.28. How GIG processes overlay eTOM SIP Process Elements.
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Figure 2.29. How GIG processes overlay eTOM Enterprise Process Elements.
2.4.4 Values of Combined Solution

In the previous sections, the overlays of GIG network management func-
tions and eTOM enterprise model highlight the common functionalities and
different focuses due to the nature of their target applications. In the interest
of NCBO for enterprise service applications, a combined solution would
provide a collected value set which can compensate the weaknesses of each
other.

In summary, the eTOM model provides the commercial-grade processes,
procedures, products, and regulations in fulfillment and assurance areas. A
set of very well-defined value-chain relationships with SLM, SQM, and
trouble management process frameworks can enrich the existing GIG infra-
structure. For instance, service roaming agreement for wireless networks
have been used by many operators in different countries. Additionally, ven-
dors have created enormous amount of tools and solutions for almost every
aspect of service operators’ operational needs, thus the cost of available tools
are relatively more affordable and reachable.

In contrast, because the planning process of eTOM based operators is
typically conducted “in-house” to protect their competitiveness, the opera-
tors tend to have less interest to establish a hierarchical relationship with
other service providers. Furthermore, since most commercial service provid-
ers have not yet identified a profitable business model for ad-hoc based ser-
vices, such as Hot Spot or Wi-Fi, there has been few fully intergraded
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business-to-operation process mentioned. On the other hand, the ad-hoc
network technology paired with sophisticated information assurance capabil-
ity in GIG have been existing in the battlefield for many years, additionally,
commanding echelons have been providing organized community-based
planning to grant appropriate information and access privileges to different
service users. Such valuable experiences and procedures can enrich the TMF
model not only in the flexibility to adopt future technology challenges but
also in a better service model for community sensitive service offerings. The
service differentiators can be categorized by security level, locations, class
of information, and so forth.

2.5 Current Implementation Frameworks

“Better, faster, cheaper” are three magic words that easily sum up the
goals of most service business. Service providers are trimming down and
rounding up their resources to get fit for the competition. Many solution
ideas have been covered in this chapter so far thus there is a need to provide
a glimpse of how these ideas are implemented in the IT industry. The DoD
Architecture Framework (DoDAF) and Federal Enterprise Architecture
(FEA) are two government-based solutions using GIG as the enabler. The
NGOSS is created by TMF based on eTOM. A quick SoS view is provided
as follow:

2.5.1 DoD Architecture Framework

Department of Defense Architecture Framework (DoDAF) is a frame-
work for development of a systems architecture or enterprise architecture
(EA). All major U.S. Government DoD weapons and IT system procure-
ments are required to develop an EA and architecture following DoDAF. It
has broad applicability across the private, public, and voluntary sectors
around the world [28].

The DoDAF provides the guiding principles for modeling and designing
architectures in the DoD environment as delineated by three views, shown in
Figure 2.30. There three views are:

e The operational view (OV) to delineate the tasks, activities, operational
elements, and information exchanges required to accomplish missions.

e The system view (SV) to delineate system and interconnection support-
ing operational functions.

e The technical view (TV) includes technical standards, implementation
conventions, rules, and criteria that guide system implementation.
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Figure 2.30. Primary objects in formulating a NCBO architecture.

Each view has a set of products. There may be multiple instances of use
case, node, and so forth in service instance. These objects are linked with other
architecture objects to form a comprehensive picture of a solution. The details
for each of these three views will be discussed in the later chapters.

2.5.2 Federal Enterprise Architecture

Federal Enterprise Architecture (FEA) is an architectural framework
recommended by the Federal CIO Council [Federal Enterprise Architecture
Framework, Version v1.1, Federal CIO Council, 1999 www.feapmo.gov.]. It
is designed to ease sharing of information and resources across federal
agencies, reduce costs, and improve citizen services [29-31].

The FEA is currently a collection of reference models that develop a
common taxonomy and ontology for describing IT resources. These include:

o The Performance Reference Model (PRM) to measure the performance
of major IT investments and their contribution to program performance.

e The Business Reference Model (BRM) to delineate the business opera-
tions of the Federal Government.

o The Service Component Reference Model (SCRM) to classify service
components for how they support business and performance objectives.

e The Data Reference Model (DRM) to delineate the data and information
that support government program and business line operations.
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o The Technical Reference Model (TRM) to categorize the standards, speci-
fications, and technologies that support and enable the delivery of service
components and capabilities.

The framework comprises the five architectural layers which follows the
DoDAF specification and is depicted in Figure 2.31. In the top business ar-
chitecture layer, the high-level operational concept graphics and use cases
with associated activities characterize the business operation. Also, state
transition and event trace delineate the dynamic aspect of the operation.
Next, the information layer consists of operational node connectivity and
information exchange. The data layer contains data exchange information,
service contracts, and data schemas. Logical architecture or service stack
diagrams, system relationship, functional decomposition, state transition,
and event trace, and so forth characterize the application layer. Finally, system
communications description and standard and technology profile and forecast
support the infrastructure layer.
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Figure 2.31. FEA architecture layers and component.
2.5.3 Next Generation Operations Support Systems

Next Generation Operations Support Systems (NGOSS) is TMF’s initia-
tive to develop a flexible plug-and-play OSS architecture, covering the inte-
gration process, information, and platform architectures that enables and
facilitates the rapid deployment of new service products. An important char-
acteristic of NGOSS is the decoupling of the services offered from the
underlying telecommunications network. Through the identification of



98 Network-Centric Service-Oriented Enterprise

well-defined, contract-specified interfaces, NGOSS can be built by commer-
cial off-the-shelf components and supported by a distributed processing
framework [32-34].

The basic architecture underlying NGOSS is that of a distributed, inter-
face-oriented architecture (DIOA). Similar to the concept of SOA, a DIOA-
based system consists of a number of run-time entities that together offer the
functionality represented by a set of interfaces. Clients wishing to exploit
this functionality bind to the interfaces and invoke operations over those
bindings.

The NGOSS architecture is model-based. That is, information in the
NGOSS is represented via well-defined models that can interact and be
shared with each other. NGOSS Shared Information and Data (SID) model
is the means by which useful information, relevant to a given set of business
processes, may be factored out, shared, and operated on by multiple business
processes on a system-wide basis. The NGOSS SID is a shared information
model that is refining based on the UML meta-model. The SID consists of a
set of entities that are organized into a set of management domains. These
domains provide a mapping to the business and system views of the NGOSS
system, as defined using eTOM and SIM terms.

A number of supporting framework services are shown in Figure 2.32 the
NGOSS as information layer, where each builds upon the services offered at
other layers below it:

o Contract Specifications support the SID and expose information services
to the entities within an NGOSS.

e The information services layer adapts and mediates raw data (from the
enterprise-wide format) into useful business information.

e Data Distribution and Stewardship layer supports access and sharing of
data across a number of physically distributed repositories. By using Ad-
aptation and Mediation Services, it guarantees data synchronization and
maintains transactional and referential integrity.

e The separate raw repositories hold and maintain the data or act as a data

proxy.
The NGOSS architecture services have two fundamental classes:

1. The Business Services provide elements of business functionality, which
are presented through Contract Specifications. Examples: Provisioning,
Billing.

2. The Framework Services includes services which provide standard OSS
capabilities that can be orchestrated by Business Services (e.g., logging)
or the capabilities needed to support the patterns of interaction between
Components implementing Business Services (e.g., Naming, Registration,
and Service Location).
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Shared Information and Data Management Services and Process Man-
agement Services are basic framework services and they can be used by
other services. Process Management Service provides the externalized proc-
ess control acting as a conductor or coordinator of activities spanning across
the NGOSS Components. Policy Management Service is an OSS framework
Service containing policies to represent business rules and resulting configu-
ration commands for configuring various feature of a device. NGOSS Dis-
tribution Transparency is loosely coupled distributed Components which
assist NGOSS clients and components to locate other NGOSS contracts and
the associated components without knowledge of their physical location.

Figure 2.32 shows the structure of the NGOSS architecture and the layer-
ing of services.
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Figure 2.32. NGOSS architectural layering of services.
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2.6 Conclusion

Nowadays, most enterprises place their focus upon the convergence of
multiple functionalities into one seamless capability in order to respond to
the increased pace of technological change as well as evolving operational
demands. The GIG is defined by DoD as one of the key enablers that form
the foundation of the government-based network-centric transformation. The
GIG represents a globally interconnected, end-to-end set of information ca-
pabilities and processes for collecting, processing, and managing informa-
tion on demand to warfighters, policymakers, and support personnel. The
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GIG fulfills a fundamental principle of Network-Centric Operations by se-
curely connecting people and systems regardless of time or place, providing
vastly superior situational awareness and better access to information for
accelerated decision-making. On the other hand, TMF eTOM is modeled for
the telecommunication service providers to develop their OSS. eTOM brings
more financial and billing processes focus for a commercial solution while
the GIG being more security sensitivity for military actions, both are based
on the same operational principles and are commonly exchangeable for their
functional building blocks. The most noticeable differences are the focus of
their customer’s interest.

In critical military missions, globally interconnected end-to-end set of in-
formation capabilities allowing the associated processes and personnel to
perform collecting, processing, storing, disseminating, and managing infor-
mation on demand to warfighters, policy makers, and support personnel.
Such superior knowledge sharing and effectiveness in responding to the
situation awareness can be a key success factor in commercial service opera-
tors’ operations.

As many government agencies are opening their procurement to the pri-
vate sectors, many GIG specific requirements become available to the pub-
lic. Meanwhile, ad-hoc networking in beyond the third generation wireless
network technologies has revealed the weakness of the security, perform-
ance, and business models to the commercial worlds which have been in part
of military applications for years. The trend of sharing many common sub-
jects across different domains as the industry merges where vendors of
commercial markets also provide solutions to the government projects. It is
foreseeable that these two efforts will merge and these two models will be
more closely related, especially from SoS perspective.

This chapter presented a viable path with some existing government-
based and commercial implementations which are used to support NCBO
discussions in the following chapters.



Chapter 3
WIRELESS NETWORK TECHNOLOGIES

NCBO is not limited to telecommunications networks and computer net-
working; however, network technologies play an essential role in supporting an
enterprise’s IT business operations. The GIG and eTOM models discussed in
the previous chapters demonstrated how technology infrastructure can sup-
port the enterprise vision of network-centric operations in a service-oriented
environment allowing the enterprises to share capability with a minimum re-
quirement for local functionality that a single host needs to possess.

A mobile wireless network is a dynamic environment exhibiting decoup-
led computing, on-demand services, and physical mobility for the freedom
of sharing information with many others. Incorporating mobile wireless
technologies in the enterprise information management can improve the ser-
vice quality and effectiveness of SOE services. As new information objects
introduced by the next generation wireless technology offers auto-
configuration and flexibility, enterprises can hence leverage such dynamic
features arising beyond the 3G mobile systems to align with their existing
business and technology frameworks to create new market opportunities never
seen before.

The sections on wireless transport services represent the main thrust of
this chapter; the motivation of this subject is to understand the imperatives
for a viable network-centric service framework upon wireless transport ser-
vices. A brief history of wireless networks, their architectures, and the
current development of wireless networking standards and various imple-
mentations are discussed. The following sections delve into the ad-hoc net-
work technology presenting the technical challenges of this technology, the
hierarchy of different protocol layers, and potential interrelationships be-
tween such transport services and the achievable SOE integration. A glimpse
of the wireless networks paves the technological foundation for sensor appli-
cations discussed in the next chapter.

101
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3.1 Overview

A network-centric enterprise service framework is comprised of elements
each of which fulfills a specific role in the framework. As depicted in Figure
3.1, the roles of these networking elements can directly or indirectly support
the service description, advertisement, discovery, invocation, composition,
and other application specific roles that will be addressed in the following
chapters.

Traditional wire-line services are considered mature technologies. How-
ever, enterprise services in wireless network applications such as response
coordination by firefighters and police at disaster sites or command and con-
trol (C2) by the military in a battlefield require a systematic rethinking of
their core concepts. This is because these wireless scenarios demand reliabil-
ity despite the dynamic nature of the underlying network. For instance, a key
issue with the NCBO in wireless services is to mitigate the frequent discon-
nection and to maintain a sufficient duration of communications in order to
support automatic and transparent discovery of services and the maintenance
of channels across different service coverage domains, e.g., PAN, LAN,
MAN, and WAN (see section 3.1.2).

A more complicated solution with the concept of “context sensitive bind-
ing” even requires the service provision channel between two entities to be
maintained as they move through changing physical and logical contexts.

e 2

Business Applications

Support Applications

Gomputing Infrastructure

Computing and Networking Framework

[ WAN I MAN ]
[ LAN I PAN ]

[ Infrastructured ] [ Infrastructure-less ]

Information Assurance
System Management

Figure 3.1. System architecture of enterprise services.
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This chapter profiles different service elements that can potentially fulfill
the need described. This overview section covers wireless networking cate-
gories, networking technologies, the architecture of wireless networks, and
four different network coverage domains and associated applications. These
are essential building blocks for an enterprise service framework. The inte-
gration aspect will be addressed in the later chapters to complete an end-to-
end view of different enterprise solutions.

3.1.1 Infrastructured and Infrastructure-Less Networks

Infrastructure-less networks are also called ad-hoc networks, where an
individual node is allowed to move freely and remain connected with others
in dynamic manner. Since there is no fixed router, every node could act as a
router. In Latin “ad-hoc” literally means “for this purpose only”, thus an
ad-hoc network can be regarded as a spontaneous network.
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Figure 3.2. Comparison of cellular and ad-hoc wireless networks.
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An ad-hoc network can be formed without predetermined organization;
nodes are responsible for discovering their most appropriate neighboring
nodes with which to communicate. As shown in Figure 3.2, a mobile node
cannot communicate directly with the destination node, a multi-hop or store-
and-forward scheme can relay the messages through other nodes. All inter-
mediate nodes function as routers to discover and maintain the path to the
destination nodes. At the network level, all nodes potentially possess identi-
cal capabilities and responsibilities in a fully symmetric environment. Each
node, however, can have asymmetric capabilities such as different transmis-
sion ranges, battery life, processing capacity, and speed of movement, or
application roles such as routers or root node (e.g., gateway to the backbone
network). Traffic characteristics of an infrastructure-less network can be
managed by different service designs such as broadcast methods (e.g., uni-
cast, multicast, and geocast; chapters 4 and 5) and addressing schemes (e.g.,
host-based, content-based, and capability-based; section 4.3.5).

An infrastructured network allows the mobile nodes to move during com-
munication while the base stations, which control the message switching, are
fixed. As a node goes out of the range of a base station, it enters the service
range of another base station and continues to maintain its connection. Infra-
structured networks are typically existent in current cellular networks. As
shown in Figure 3.2, the infrastructured networks have fixed and wired
gateways or the base stations (BSs) which are connected to other BSs
through network infrastructure. In a cellular network the user equipment is
known as a mobile station (MS). The communication from BS to MS is known
as the downlink and it is contention-less.

In the infrastructured network, a cellular network also includes mobile
switching centers (MSCs). The MSC control one or more BSs and provide
the interfaces to the wired public switched telephone network (PSTN), cen-
tral home location register (HLR), and the visiting location register (VLR).
The VLR and HLR are repositories of the registered and current locations of
MSs for the service handoffs. Handoff allows the user device to continue
communication seamlessly when a MS moves from one service coverage
area to another service coverage area. The architecture of the infrastructure
network will be shown in the later section.

In multiple radio accesses, the multiple-access technique allows all user
communications to coexist in the same physical space at the same time,
without interfering with each other. The most popular mechanisms are based
on transmitting information at different frequencies (frequency-division mul-
tiple access or FDMA), in different time slots (time-division multiple access
or TDMA), or using specific codes for each message (code-division multiple
access or CDMA). These three multiple-access techniques are depicted in
Figure 3.3.
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Figure 3.3. Physical-layer multiple-access techniques.

A more modern technique is called orthogonal frequency-division multi-
plexing (OFDM), also known as discrete multi-tone modulation (DMT). It
uses the digital modulation scheme over the principle of frequency-division
multiplexing (FDM). In essence, frequency spectrum is divided into several
sub-channels and each low-rate bit stream is transmitted over one sub-
channel. The sub-carrier using a standard modulation scheme, for example
PSK or QAM, and their frequencies are allocated so that the modulated data
streams are orthogonal to each other. OFDM can eliminate cross-talk be-
tween the sub-channels thus intercarrier guard bands is not required. This
feature greatly simplifies the design of the radio transmitter and the receiver.

Orthogonal frequency-division multiple access (OFDMA) is a combina-
tion of frequency domain and time domain multiple access. In OFDMA, the
resources are partitioned in the time-frequency space, and slots are assigned
along the OFDM symbol index and OFDM sub-carrier index. It is a multi-
user version of the OFDM digital modulation scheme where a multiple
number of sub-carriers (as sub-channels) can be assigned to different users.
The users can achieve different data rate by assigning different code spread-
ing factor or different number of spreading codes to each user. An example
of sub-channel allocation, and an example of allocation scheduling of
sub-channels are illustrated in Figure 3.4.
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Figure 3.4. Sub-channel allocation of OFDMA.

An infrastructure-less network can also coexist or cooperate with an infra-
structured network. Table 3.1 summaries the differences between the infra-
structured and infrastructure-less networks [1].

Table 3.1. Differences between Infrastructured and Infrastructure-Less Networks.

Infrastructured Network

Infrastructure-Less Network

Fixed infrastructure

Single-hop wireless links

Initially, circuit-switched

Low call drops due to handover

High cost and time of deployment

Reuse of frequency via channel reuse
Bandwidth reservation is achieved easily
Cost of network maintenance is high
Low complexity of mobile devices
Widely deployed, evolves

Fixed, prelocated cell sites and base stations

Static backbone network topology

Relatively benign environment and stable con-
nectivity

Detailed planning before base stations can be
installed

Main application areas: civilian, commercial

No infrastructure

Multiple-hop wireless links

Initially, packet-switched

Frequent call drops

Very quick and cost-effective

Dynamic frequency sharing

Complex MAC layer

Maintenance operations are built-in
Intelligent mobile devices are required
Under development in commercial sector
No fixed base stations, very rapid deployment

Highly dynamic network topologies with multi-
hop

Hostile environment (losses, noise) and sporadic
connectivity

Ad-hoc network automatically forms and adapts to
changes

Main application areas: military, rescue
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3.1.2 Long-Range and Short-Range Networks

Wireless networks can be divided by the range of coverage. Figure 3.5
depicts four levels of network, where wireless wide area network (WWAN)
and wireless metropolitan area network (WMAN) are long-range networks,
and wireless local area network (WLAN) and wireless personal area network
(WPAN) are short-range networks.
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HomeRF

Figure 3.5. Four levels of network.

Long-range wireless networks usually require subscription to service
providers who offer connectivity over geographically large areas. The
broadcasting equipment is owned by the provider and the user-facing
equipment is owned by the subscriber. Applications such as cell phones,
pagers, wireless-enabled laptops, and handheld devices are in this category.
The applications of WAN include GSM, GPRS, UMTS, and CDMA 2000.
The most popular commercial MAN in the wireless arena is WiMax, defined
in IEEE 802.16.

The main purpose of WLANSs is used to extend a service provided by
a wired network, one popular example is IEEE 802.11, Wi-Fi (“wireless
fidelity” a trademark of Wi-Fi Alliance) or hotspot. IEEE 802.11 is now used
as a general term for WLANSs. Also, initially it was referred to as 802.11b
networks, but now it refers to any 802.11 family networks including
802.11a, 802.11b, 802.11g, or dual-band. Applications of WLAN can in-
clude enabling printers, servers, and routers to be shareable with a wireless-
equipped computer.
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WPAN:S are differentiated from the WLANS by their smaller area of cov-
erage, and their ad-hoc-only topology. In WPAN, Bluetooth is intended for
point-to-point communications. A Bluetooth-enabled laptop or handheld
device can access peripherals such as printers and remote security system
through single access point. Another new popular application of Bluetooth is
hand-free phone service in automobiles.

HomeRF is also a WPAN to support data, voice, and streaming media for
home wireless networking. It is more versatile and resistant to interference,
and less expensive than 802.11. The applications of HomeRF include cord-
less phones, Internet clock radios, wireless cable modems, web pads, MP3
home stereo players, and set-top boxes with support for CD, DVD, video on
demand.

3.2  Wireless Network Developments

In the following sections, the most popular technologies are profiled with
their brief background histories and main features.

3.2.1 History of Wireless Networks

The history of modem wireless communications was revealed in 1896 when
Guglielmo Marconi invented the first wireless telegraph system. Marconi
demonstrated his telegraph apparatus to the British telegraph authorities
and applied his first British patent application on June 2 of 1896. The radia-
tion signals were sent in July 1896 over a distance of one-and-three-fourths
miles on Salisbury Plain based on long-wave (>1 km wavelength). On May
13 1897, communication was established between Lavernock Point and
Brean Down England at distance of 8 miles. In 1907, the first commercial
trans-Atlantic wireless service was initiated. In 1915, wireless voice trans-
mission between New York and San Francisco was achieved [2,3].

In 1920, the first commercial radio broadcast took place in Pittsburgh,
Pennsylvania. In 1927, first commercial radiotelephone service operated be-
tween Britain and the US. In 1935, the first telephone call around the world
was made.

In 1946, the first public telephone service started in 25 major US cities,
in the same year, first car-based mobile telephone set up in St. Louis, using
“push-to-talk” technology.

In 1960, the concept of “trunking” was introduced; it allowed telephone
companies to offer full-duplex, auto-dial systems. In 1962, the first commu-
nication satellite, Telstar, launched into orbit. In 1968, Defense Advanced
Research Projects Agency — US (DARPA) selected BBN to develop the Ad-
vanced Research Projects Agency Network (ARPANET). The packet-data
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technology used in ARPANET was the father of the modern Internet. In the
same year, AT&T proposed the cellular concept to the FCC.

The history of wireless ad-hoc networks began in 1973 when the
DARPA initiated a research program for interlinking mobile battlefield ele-
ments in a packet-based infrastructure-less and hostile environment called
packet radio networks (PRNet). In the same period, the ALOHANET, based
at the University of Hawaii, was the first large-scale packet radio project.
Late in that decade, the X.25 standard was defined for the packet switching
technology to establish an efficient means for commercial data communica-
tions. In 1977, the Advanced Mobile Phone System (AMPS), invented by
Bell Labs, was first installed in the US with geographic regions divided into
‘cells’ (i.e., cellular telephone). Since the emergence of infrastructured and
infrastructure-less mobile wireless networks in 1970’s, wireless networks
have become increasingly popular in the communication industry.

In 1982, the European Global System for Mobile Communications (GSM)
was founded. In the January of 1983, TCP/IP was selected as the official
protocol for the ARPANET. In 1984, the AMPS cellular system began its
deploying. In 1990, Motorola files FCC application for permission to launch
77 low earth orbit communication satellites, known as the Iridium System.
In 1991, US digital cellular (USDC), or 1S-54, released a service to support
three users in each 30 kHz channel. It was later improved to accommodate
six users per channel. In 1993, Internet Protocol version 4 (IPv4) was de-
fined to support Transport Control Protocol (TCP) for reliable transmission
over the Internet. IS-95 code-division multiple access (CDMA) was intro-
duced in the next year. In the 1990s, the GSM and [S-95 standards evolved
to include wireless data transmission as an integral part of their service.

3.2.2 IEEE 802 Series Standards

In 1985, the Federal Communications Commission (FCC) released the
unlicensed international, scientific, and medical (ISM) bands, which were to
become important in the development of WLANSs. These so-called “garbage
bands” were existing in equipment such as microwave ovens for heating
food. Devices operating in these bands require using “spread spectrum”
technology. This technology spreads a radio signal out over a wide range of
frequencies, making the signal less susceptible to interference and difficult
to intercept. In 1990s, a new IEEE committee called 802.11 (see section
3.6.4) was founded to investigate a standard. Two variants, 802.11a and
802.11b, were ratified over the next two years. Table 3.2 provides a sum-
mary of IEEE 802.11 series standards and task groups.
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Table 3.2. Summary of IEEE 802.11 Series Group.

Group

Task

IEEE 802.11

IEEE 802.11a

IEEE 802.11b

IEEE 802.11¢
IEEE 802.11d

IEEE 802.11¢

IEEE 802.11f

IEEE 802.11g

IEEE 802.11h
IEEE 802.11i

IEEE 802.11;
IEEE 802.11k
IEEE 802.111

IEEE 802.11m
IEEE 802.11n

IEEE 802.110
IEEE 802.11p

IEEE 802.11q
IEEE 802.11r
IEEE 802.11s
IEEE 802.11t
IEEE 802.11u
IEEE 802.11v
IEEE 802.11w

The original WLAN standard supporting 1 Mbps and 2 Mbps, 2.4 GHz RF and IR
standard (1999)

High-speed WLAN standard for 5 GHz band. Supports 54 Mbps (1999, shipping
products in 2001). It operates in the Unlicensed National Information Infrastruc-
ture bands of 5.3 and 5.8 GHz

Enhancements to 802.11 to support 5.5 and 11 Mbps (1999). WLAN standard in
the ISM band of 2.4 GHz. Supports 11 Mbps.

Bridge operation procedures; included in the IEEE 802.1D standard (2001)

International roaming (country to country) automatically configures devices to
meet local RF regulations (2001).

Enhancements: QoS, including packet bursting (2005)
Addresses QoS requirements for all IEEE WLAN radio interfaces.
Inter-access point protocol (2003)

Defines interaccess point communications to facilitate multiple vendor-distributed
WLAN networks

54 Mbps, 2.4 GHz standard (backwards compatible with b) (2003)

Establishes an additional modulation technique for 2.4 GHz band. Supports speeds
up to 54 Mbps.

Spectrum management of 802.11a for European compatibility (2004)

Enhanced security (2004) on both authentication and encryption protocols. It
encompasses 802.1X, TKIP, and AES protocols.

Extensions for Japan (2004)

Radio resource measurement enhancements
Reserved but unsound

Maintenance of the standard; odds and ends.

Higher throughput improvements. Provides higher throughput improvements.
Intended to provide speeds up to 500 Mbps.

Reserved but unsound

WAVE — wireless access for the vehicular environment (such as ambulances and
passenger cars)

(reserved, typologically unsound, can be confused with 802.1q VLAN trunking)
Fast roaming

ESS Mesh networking

Wireless Performance Prediction (WPP) test methods and metrics

Interworking with non-802 networks (e.g., cellular)

Wireless network management

Protected management frames
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In 1994, the Swedish communication equipment maker Ericsson pro-
posed Bluetooth. Later Bluetooth (section 3.6.5) was taken over by Special
Interest Group (SIG). In 1998, the WPAN group published the original func-
tionality requirement and included Bluetooth and HomeRF. Bluetooth has
since been selected as the base specification for IEEE 802.15. In March of
1999, IEEE 802.15 was approved as a separate group to handle WPAN stan-
dardization. WiMAX (section 3.6.6) was formed in 2001 in defining the
original 802.16 specification. A summary of IEEE 802 series standards and
task groups is listed in Table 3.3.

Table 3.3. Summary of IEEE 802 Series Group.

Group Task

802.1 High Level Interface (HILI) Working Group

802.2 Logical Link Control (LLC) Working Group

802.3 CSMA/CD Working Group

802.4 Token Bus Working Group

802.5 Token Ring Working Group

802.6 Metropolitan Area Network (MAN) Working Group

802.7 BroadBand Technical Adv. Group (BBTAG)

802.8 Fiber Optics Technical Adv. Group (FOTAG)

802.9 Integrated Services LAN (ISLAN) Working Group

802.10 Standard for Interoperable LAN Security (SILS) Working Group

802.11 Wireless LAN (WLAN) Working Group

802.12 Demand Priority Working Group

802.14 Cable-TV Based Broadband Communication Network Working Group

802.15 WPAN Working Group, focusing on developing standards for short-distance wireless
networks. The result standard is intended to coexist with other wireless and wired
networks within the ISM band.

802.16 Broadband Wireless Access (BBWA) Working Group

802.17 Resilient Packet Ring (RPR) Working Group

802.18 Radio Regulatory Technical Advisory Group

802.19 Coexistence Technical Advisory Group

802.20 Mobile Wireless Access Working Group

802.21 Media Independent Handover Working Group
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3.23 MANET and Emerging Defense Communications
Technologies

In the early 1990s, the DoD funded the Near-term Digital Radio (NTDR)
project. The NTDR used clustering and link-state routing, and self-organized
into a two-tier ad-hoc network. Now used by the US Army, NTDR is the one
of the non-prototypical military ad-hoc networks in use at large deployment
today.

In the mid to late 1990s, the Mobile Ad-hoc Networking (MANET) work-
ing group was created in the IETF to standardize routing protocols for
ad-hoc networks. The development of routing within the MANET working
group and the larger community forked into reactive (routes on-demand) and
proactive (routes ready-to-use) routing protocols. HIPERLAN was the other
standard that addressed and benefited ad-hoc networking. Multi-hop cellular
network (MCN) and self-organizing packet radio ad-hoc network with over-
lay (SOPRANO) are based on hybrid architecture, combing the benefits of
both cellular and ad-hoc network to improve the capacity of the service.

Two key programs from DoD that support next generation wireless war-
fighting communications for network-centric operations are the Transforma-
tional Satellite Communications System (TSAT) and the Joint Tactical Radio
System (JTRS) [4—6].

Approved by a Joint Requirements Oversight Council Memorandum
(JROCM) on October 23, 2003. TSAT is the next generation satellite com-
munications (SATCOM) system. It is based on the Transformational
Communications Architecture (TCA) and represents advancement from the
current circuit based systems to support airborne and space-borne Intelli-
gence, Surveillance, and Recon-naissance communications with high speed,
secure, protected, dynamically allocated, and efficiently utilized bandwidth.

The JTRS program was initiated in early 1997 to improve interoperabil-
ity between radios acquired from different vendors or operated by different
military services. The JTRS radios are scalable by virtue of form, fit, and
cost and are expandable using the open software communications architec-
ture (SCA; section 3.5.1.2) standard. These radios can be used in handheld,
man-pack, small form factor (embedded), vehicular, dirborne, Maritime,
Fixed or station (AMF) settings. Waveform software runs on software
defined radio (SDR; section 3.5.1) and implements the signal processing
functions and protocols. If necessary, JTRS users can connect to other users
via SATCOM gateway or even access the GIG information.
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3.24 3G Networks

The Third Generation Partnership Program (3GPP) based network
architecture grew from the 2G GSM-based architecture. The 3GPP specifi-
cations are approved as the European Telecommunications Standards Insti-
tute (ETSI) standards. GSM was intended for public land mobile network
(PLMN) to provide circuit-switched (CS) voice services. To add data ser-
vices, 3GPP developed the 2.5G General Packet Radio Services (GPRS)
network as an overlay packet-switch (PS) domain. The 3GPP specifications
maintain GSM, GPRS (section 3.6.1), and various releases of UMTS
(section 3.6.2) wideband code-division multiple access (WCDMA) standards.

Table 3.4. Summary of Key Features in 3GPP Releases.

3GPP Key Features
Releases

Release 99 A major Radio Access Network (RAN) release. Introduced basic capabilities of
UTRAN, WCDMA, and new Core Network-Access Network interface (lu-CS), open

March service architecture (OSA), and extended Serving GPRS Support Node (SGSN) func-
2000 tions to Radio Network Controller (RNC).
Release 4 Features in Release 99 plus a minor release. Added UTRAN access with some QoS

enhancements, evolved CS domain from Mobile Switching Center (MSC) to

March softswitch-based MSC servers and Media Gateways based on IP, and also added

2001 location service enhancements and multimedia messaging (MMS), Wireless application
protocol (WAP), Mobile Execution Environment (MEXE).

Release 5 Features in Release 4 plus a major core-network upgrades release. Specified IMS,

made IPv6 mandatory for IMS, defined IP UTRAN but did not eliminate ATM, and

June 2002 included several enhancements to WCDMA, MMS, and location services (LCS). The
IMS phase I includes the SIP (Session Initiation Protocol) Session Control for IMS
Signaling, Security & IMS Authentication, IMS QoS, Charging and OAM&P, OSA
support, multimedia codecs, CAMEL (Phase 4) for IM-SSF, and IPv6 use for SIP
signaling and IMS user traffic.

Release 6 Features in Release 5 plus further enhancements to IMS, IMS and Internet SIP inter-
working, 3GPP and 3GPP2 IMS harmonization, WLAN-UMTS integration with
g/([)%rsch UMTS and IMS, further enhancement to LCS and instant messaging (IM) services.

Introduced multimedia broadcast and multicast service (MBMS) and digital rights
management (DRM), enhanced MEXE, virtual home environment (VHE), and OSA.
The IMS phase II includes interworking with non-IMS IP networks, interworking with
CS networks, UTRAN QoS optimization, dynamic QoS policy, SIP forking,
WLAN/3GPP interworking, immediate and session based messaging, IMS Services
combining CS and PS, Presence/Instant Messaging (SIMPLE), and full charging
framework.

Release 7 Further enhancements to IMS, and WLAN-UMTS integration for handover support

and beyond  and integration with legacy voice, and for MIMO antennas. The main IMS phase III
enhancements contain. Emergency services, IMS local services, QoS Enhancement for
IP Inter-working, Media Resource Function (MRF) and gateway interface enhance-
ments, GERAN optimization for PS, IMS enhancements for Fixed Broadband access,
Interim Security, and merging of TPF/FBC interfaces.
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After the 3GPP was established in Europe, the 3GPP2 was created as
counterpart of the WDCMA. WDCMA supports the American National
Standards  Institute/Telecommunications/Industry  Association/Electronic
Industry Alliance (ANSI/TIA/EIA) Interim Standard (IS)—41 and 1S-95-based
CDMAZ2000 (section 3.6.3) specifications. Mobile networks based on both
3GPP or 3GPP2 technologies are now widely deployed, and their user base
is still growing. The GPRS was later enhanced in several UMTS releases,
starting with Release 99, Releases 4, 5, 6, 7, and beyond, which include 3G
all-IP networks, which supports VolP and other multimedia services. Table
3.4 summarizes the main features of various 3GPP specification sets, issued
as different releases. 3GPP continues to evolve including the introduction
of universal terrestrial radio access network (UTRAN) and new capabilities
of IP multimedia subsystem (IMS; section 3.6.7). Table 3.4 summarizes the
key features of 3GPP releases [7].

3.2.5 Beyond 3G and 4G Networks

Owing to the trend of global mobility and needed service portability
across different standards, an integrated solution is critical for the future suc-
cess of technology-based enterprises. Founded in 2001, the Wireless World
Research Forum (WWRF) intends to integrate the existing technologies and
protocols to achieve the highest throughput and lowest cost wireless network
possible for the fourth generation (4G) wireless network. The official desig-
nation from the IEEE for 4G is Beyond 3G (B3G); it incorporates other
applications and technologies such as Wi-Fi and WiMAX. The B3G stan-
dard is designed to support service speeds ranging from 100 Mbps (in cell-
phone networks) to 1 GBps (in local Wi-Fi networks) and with mobility
condition to reach 20 Mbps at top speed of 100 miles per hour. These speci-
fications aim to provide all digital networks which can fully utilize IP and
converged video and data. Table 3.5 summarizes the main differences be-
tween 3G and 4G technologies [8].

The goals for 4G networks to offer seamless connectivity and global
roaming across multiple networks are achievable by the specifications that
support smooth handoff across heterogeneous networks. The high data rates
and highly personalized capability from the 4G network technology realize
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Figure 3.6. Convergence to 4G wireless technology.

Table 3.5. Key 3G and 4G Parameters.
Generation 2.5G 3G 4G
Design begin 1990 1990 2000
Operational 1999 2003 ~2010

Network archi-
tecture

Standards

Services

Access

Switching
Data rate
1P

Component
design

Wide area cell
based

GPRS, EDGE,
1xRTT, IS-95B

High capacity
packet data

TDMA, CDMA

PSTN/Packet
>384 Kbps

Multiple versions

Wide area cell
based

WCDMA, UWC,
CDMA 2000

High capacity
broadband

WCDMA, CDMA
2000

Circuit/packet
>2 Mbps
Multiple versions

Optimized antenna,
multi-band adapters

Hybrid — integrated WLAN, Blue
Tooth, WAN

One standard

Complete IP multimedia

MC-CDMA or OFDM

Packet
>200 Mbps
Al IP (IPv6.0)

Smart antenna, SW multi-band,
wideband radios
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the business applications which rely on a high-speed and high-quality pipe-
line. Such applications can incorporate enhanced global positioning systems
(GPS) services to locate individuals and enrich the quality of user interaction
at a cyber and real merged world. The applications can include media-rich
content flowing, expanded media-oriented applications, virtual navigational
aids, interactive emergency rescue which incorporate geographical informa-
tion systems (GIS) and GPS, and “telemedicine” for remote surgery or
remote medical records collaboration [9].

The 4G networks adopt IP version 6 (IPv6; section 5.2.1.3) to support a
great number of wireless enabled devices that are addressable and routable.
IPv6 also enables a number of applications with better multi-cast, security,
and route optimization capabilities. Adaptive modulation and coding tech-
niques are used to process data in accordance with the current cross-layer
network resource and user requirements. The deployment of multiple anten-
nas at the transmitter and receiver allows simultaneous transmissions of
independent streams thus bandwidth conservation and power efficiency can
be improved. The radio technologies for B3G systems include multiple input
multiple output (MIMO) technology, link adaptation techniques, multi-carrier
based modulation and access (OFDM/OFDMA), iterative (multi-user) proc-
essing, “cross-layer” optimization and design principles, and ultra-wide-
band (UWB). The technology trends are illustrated in Figure 3.6.

From a security perspective, the security infrastructure of the 4G networks
comprising components such as firewalls, VPNs, Internet key exchange
(IKE; section 5.2.3.2) tunneling, and intrusion prevention systems (IPS) are
resident at the application layer. Virtualization of security can eliminate
technology dependency thus protocol changes across network domains will
not impact the end-to-end services. This is especially important for IPv4 to
IPv6 domain routing, VolP secure access management, and adoption to new
physical (PHY) level technologies such as OFCDMA, MC-CDMA, and
other evolving 4G techniques.

The 4G allows a user to be simultaneously connected to several wireless
access technologies and can seamlessly move between them requires a
smart-radio (also known as cognitive radio technology; section 5.4.1) to
efficiently manage spectrum use and transmission power. One application of
open wireless architecture (OWA) is software defined radio (SDR; section
3.5). SDR is a hardware independent solution constituting different stan-
dards for better utilization of available bandwidth as well as making use of
multiple channels simultaneously. In summary, the 4G system will dynami-
cally share and utilize the network resources to meet the next generation users
and business needs [10].
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33 Characteristics and Fundamental Challenges
of Ad-Hoc Networks

Compared with infrastructured networks, the advantages of infrastructure-
less technology include ease and speed of deployment, and less dependence
on infrastructure. Additionally, the ad-hoc networking technology offers
enterprise global roaming to perform fast and seamless handover across
multiple networks. In the stand of NCBO, the following sections will cover
the fundamental characteristics and architectures of the ad-hoc network
technology to support future SoS discussions [1].

As delineated in section 3.1.1, an ad-hoc network is a collection of wire-
less mobile nodes that dynamically form a temporary network on user de-
mand regardless of whether these nodes are stationary, moving slowly or at
high speed. The size of an ad-hoc network can be from few nodes to thou-
sands of nodes depending upon the configuration. Despite the long history of
ad-hoc networking, its applications still have many outstanding issues
because the network can merge and split dynamically, the link condition can
cause error or failure, the node can enter a resource contention situation
when the topology changes, and other QoS and routing challenges. Some
problems can be isolated into nodal level and some belong to network level
problems [11].
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Figure 3.7. Hidden terminal problem.



118 Network-Centric Service-Oriented Enterprise
3.3.1 Hidden Terminal Problem

Carrier sense medium access (CSMA) is one of the earliest mechanisms
adopted for ad-hoc networks. In CSMA, a transmitter will first sense the
wireless channel in the vicinity and refrain itself from transmission if the
channel is already in use. When a node wants to transmit a data packet, it
first transmits a request to send (RTS) frame. If a node is ready for receiving
the data packet, it can transmit a clear to send (CTS) packet. Once the sender
receives the CTS packet without error, it starts transmitting the data packet.

Figure 3.7 illustrates the hidden terminal problem, node B can communi-
cate with A and C both, but node A and C cannot hear each other. When
node A senses a “free” medium and is transmitting data to node B, mean-
while node C unaware of the ongoing transmission also attempts to transmit
data to B. This causes collision at node B, in this case, the hidden nodes are
identified as node C. It is a common practice to use a predata control infor-
mation exchange (virtual medium sensing) to avoid the hidden terminal
problem. One such virtual sensing mechanism is the 802.11 RTS/CTS
exchange resulting in nodes getting exclusive access to the channel for a
well-defined time period.

3.3.2 Exposed Terminal Problem

As shown in Figure 3.8, node A sends an RTS and waits for B to send a
CTS. Suppose a node D transmits a RTS to C simultaneously when A sends
the RTS to B. Upon receiving the RTS from D, C transmits CTS and is
heard by both B and D before B generates the CTS to node A. Node B will
enter a back-off period preventing B from sending the CTS to node A.
Therefore, any transmission from a node within the area X to a node within
Y will prevent A from transmitting data to B, although simultaneous trans-
missions from area X to Y would not have interfered with transmission from
A to B. The node B is called “exposed from” the node C.
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Figure 3.8. Exposed terminal problem.
333 Self-Organization

In a wireless ad-hoc network, all nodes are free to move arbitrarily at any
time. As the result, the networks topology may change randomly and rapidly
at unpredictable times. Mobility induced route changes make routing diffi-
cult because the topology is constantly changing and nodes cannot be assumed
to have persistent data storage. Updated information through self-organization
can be managed in one of the following approaches:

e Neighbor discovery — All nodes periodically transmit short packets
(“beacons” or promiscuous snooping) to gather neighbors information.

e Topology organization — All nodes periodically gather information about
the entire network or a part of the network.

e Topology reorganization — Topology update is triggered by one of the
following scenarios: network partitioning, network merging, mobility of
nodes, failure of nodes, or complete depletion of power sources of the
nodes.

3.34 Resources Constrained

Resource constraints of a wireless node can include low-power, small-
memory, and limited-bandwidth. Because of the nature of a mobile commu-
nication, mobile node can experience frequent topology changes. Power
control of a mobile node must be well managed to ensure not only the right
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power level for reliable transmission but also the avoidance of interfering
with nearby nodes. Thus one of the most important performance criteria for
mobile communications is the optimization of energy consumption and life-
time of the networks.

In addition, bandwidth constraint can be caused by significantly lower
capacity comparing with their hardwired counterparts. Ad-hoc networks’
mobility induced packet losses are due to multiple accesses, transmission
errors, fading, noise, interference conditions, and potentially frequent net-
work partitions.

The concept of energy-efficiency is an important issue but most existing
solutions for saving energy revolve around the reduction of power used by
the radio transceiver. At the MAC level and above, this is often done by
selectively sending the receiver into a sleep mode or by using a transmitter
with predetermined short hops and selecting routes.

Most research efforts focus on performance between various low energy
routing and self-organization protocols, while keeping other system para-
meters fixed. The relationship between aggregate energy consumption and
non-protocol parameters such as node density, network coverage area, and
transceiver power characteristics are less addressed. A better approach is to
look from the SoS standpoint with the overall QoS strategy that is sensitive
to the energy consumption.

3.3.5 Limited Physical Security

Mobile networks are generally more prone to physical security threats
than are fixed cable networks. There are several factors of security: 1) Avail-
ability ensures the survivability of network services despite denial of service
attacks; 2) Confidentiality ensures that certain information is never disclosed
to unauthorized entities; 3) Integrity guarantees that a message being trans-
ferred is never corrupted; and 4) Authentication enables a node to ensure the
identity of the peer node it is communicating with.

Active attacks might allow the adversary to delete massages, to modify
messages, and to impersonate a node, thus violating availability, integrity,
authentication, and non-repudiation. A fault diagnoses algorithm can be used
to pick out the faulty nodes and at the same time remove the node from the
whole network. However, this process must take place in real time to guar-
antee the needed performance. However such algorithms may not correctly
diagnose faulty node in the presence of changing network topology during
the diagnosis. More transport security attacks and resolutions can be found at
section 8.5.4.
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In any event, entity that has a wireless LAN should consider using secu-
rity safeguards such as the Wired Equivalent Privacy (WEP) encryption
standard, the more recent Wi-Fi Protected Access (WPA), Internet Protocol
Security (IPsec), or a virtual private network (VPN).

3.3.6 Routing

The contributing factors such as multi-hop, mobility, large network size
combined with device heterogeneity, bandwidth, and battery power limita-
tions make the design of routing protocols a major challenge.

Two main kinds of routing protocols exist today: one is called table-
driven protocols (including distance vector and link state), another is on-
demand protocols. In table-driven routing protocols, the protocols are
consistent and up-to-date routing information to all nodes is maintained at
each node, whereas in on-demand routing the routes are created only when
desired by the source host.

Consider a service pattern when one node passing through the whole net-
work very quickly, as depicted as device A in Figure 3.9. This affects to the
whole network by triggering topology update on every node’s routing table,
and leads to the loss of packets, bandwidth consumption, and tremendous
delay. Many routing protocols may create redundant routes, which will
greatly increase the routing updates as well as increase the whole networks
overhead. Secondly, in responding to the topology changes, periodically
sending routing tables will add additional burdens to the limited bandwidth
and waste battery power. Thirdly, transmission between two hosts does not
necessarily work equally well in both directions therefore some routes deter-
mined by some routing protocols may not work in some environments [12].

For instance, scalability for supporting satisfactory QoS level in a large
node number configuration is closely related as to how quickly network pro-
tocol can manage overhead increases as the number of nodes and links
change. Scalability can be proactively accomplished by using routing or lo-
cation hierarchy or perhaps limiting the control updates that are close to the
changes. Dynamic route requests limitation and local broken routes repairs
are norm for reactive resolution.
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Figure 3.9. Ad-hoc routing for mobile wireless devices.

3.3.7 Multicasting

The multicast feature in ad-hoc networks can minimize link bandwidth
consumption by transmitting data from multiple senders to multiple receiv-
ers without knowing their address. Figure 3.10 demonstrates node A broad-
casting messages to all nodes that are connected to the network. This feature
reduces bandwidth, delay, and processing in delivering traffic to a group.
Regardless of the network environment, multicast communication is a very
useful and efficient means of supporting group-oriented applications. Exam-
ple applications include audio- and video-conferencing as well as one-to-
many data dissemination in critical situations such as disaster recovery or
battlefield scenarios [13].

The challenges of wireless multicast are their limited channel bandwidth,
changing topology, and diverse wireless channel. In ad-hoc networks, multi-
casting must be able to adapt rapidly to infrastructure changes, an active
networking approach can be employed: hosts can adapt in real time by
downloading appropriate multicast mechanisms. Using low-power and low
storage capacity hosts, the multicast can hence manage the balance between
robustness versus efficiency.

Host behavior completely independent of other hosts

No limit on host speed

No constraints on direction of movement

High probability of frequent, temporary network partitions
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Multicast routing protocols use two types of trees for sensing messages,
namely source tree and shared tree. A source tree is directed from a single
source to many receivers. In the shared tree, any node is both sender and
receiver. The challenge of multicast routing protocols is to establish and
maintain a tree effectively. The protocol MOSPF is a multicast extensions of
OSPF, routers advertise multicast groups they service directly via IGMP,
and routers maintain groups per source tree. The Negative acknowledgement
(NACK) Oriented reliable Multicast (NORM) protocol is defined (IETF RFC
3940 and RFC 3941) to provide reliable transport of data from one or more
sender(s) to a group of receivers over an [P multicast network by using
NACK operations with optional Forward Error Correction (FEC).
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Figure 3.10. Multicasting.
3.4 Communication Protocol Layers

Managing a wireless transport services can include aspects of standards,
processes, technologies (including hardware and software), and systems. In
network-centric enterprises, one of the most significant service objectives
has been to achieve service inter-dependency especially in information gath-
ering and information processing. A hybrid computing environment may
contain legacy and modern services that are linked but not fully integrated.
The efficiency of an interdependency feature in such an environment relies
upon a modularized and abstracted service relationship. One of the most
commonly referred methods is the layer model.



124 Network-Centric Service-Oriented Enterprise

- ™
Abstract OSI TCP/P Wireless Mission  Scarce spectrum
Network Protocol Model Critical Mission Critical
Stack Applications Application with

Application Reliable Network

Presentation

Application Application Application

il

Session

| Transport I | Transport I

Network Network

| Physical I Physica Physica Physica

(a (b) (@ (d)

Figure 3.11. OSI and TCP models in different applications.

The principle of a layered model is established by the concept where each
layer performs a subset of the required communication function. Each layer
in the model provides services to the next higher layer while relying upon
the next lower layer to perform more primitive functions. This can assist two
service objects to communicate from different platforms with the same layer
of functions. The advantage of layer model is its detachment from any
changes in the above or below layers; the service definitions within the
model focus only on the functional description of what is provided to the
next upper layer.

In Figure 3.11(a) Open Systems Interconnection (OSI) Reference
Model shows the abstract model with seven protocol stacks. These seven
layers were presented as the optimal number of layer for telecommunication
industry in 1984. During the same period, TCP/IP model has become the de
facto standard in common IT industry. The TCP/IP model addresses only the
bottom four layers with an abstract application layer as shown in Figure
3.11(b). Although no OSI-based protocol survived as a commercial product,
the model is generally accepted as design guidance from theoretical perspec-
tive.

Because the TCP/IP model is commonly identified as the standard commu-
nication protocol in the community of NCBO, this model will be primarily
referred as the “transport service”. Furthermore, although TCP/IP applica-
tions are widely spread among wireless and wire-line service segments, the
emphasis will be placed more upon the wireless side. This is shown in Fig-
ure 3.11(c) and (d) as mission critical application stacks where additional
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functions are required, e.g., multicasting and QoS, and MLPP (section
7.4.3). Details of QoS are explained in chapter 7.

34.1 Physical Layer

The physical layer is the most basic network layer, providing only the
means of transmitting raw bits. General physical layer functions include
connection establishment/termination, resources management, error control,
coding schemes, data conversion/filtering/compression, diversity techniques,
TRANSEC, timing and synchronization, and broadcast frequencies. The
physical signaling sub-layer is the portion of the physical layer that inter-
faces with the MAC, performs character encoding (e.g., Unicode), and op-
tional performs isolation functions.

A wireless network includes radio, position information (GPS receiver)
and antennas applications in either directional antennas (One-to-all commu-
nications) and smart antennas (One-to-one/many communication) that are
essential to a service deployment. The capabilities include sectored antennas
(fixed beam positions), beam steering, and tracking a transmitter; this may
require MAC and routing protocols support in a heterogeneous network.
Frequency allocation, whether it is identical, different but fixed, or hopping
(Bluetooth, Ultra-Wide Band) also impacts the actual utilization of radio
resources.

The RF and baseband layers of Bluetooth are located in this layer. If the
modulation scheme is transparent to MAC layer, MAC’s awareness of time
duration required for data transfer can result in better service efficiency. The
IEEE 802.11 standard provides data rates of 1 Mbps with binary phase-shift
keying (BPSK) modulation, or 2 Mbps with quadrature phase-shift keying
(OPSK) modulation, for direct-sequence spread spectrum. The IEEE 802.11a
and HiperLAN2 physical layer will feature essentially the same physical
layer and uses the same modulation schemes. Frequency-hopping spread
spectrum uses 2—4 level Gaussian frequency-shift keying (FSK) as the modu-
lation signaling method. The choice between frequency-hopping spread
spectrum and direct-sequence spread spectrum will depend on a number of
factors related to the user’s application and the environment in which the
system will be operating.

An effective energy management scheme can reduce interference caused
at other nodes, preserve energy at battery-powered hosts, and most impor-
tantly, allow greater spatial reuse. Figure 3.12 depicts the power control
introduces asymmetry. In the figure, D transmits to C at low power, but B
uses high transmit power to transmit to A. However, B may not know about
D-to-C transmission, but can interfere with it. An ideal solution will reduce
energy consumption, and maximize spatial reuse.
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Figure 3.12. Power control introduces asymmetry.
3.4.2 Data Link Layer

The link layer transfers data between adjacent network nodes and pro-
vides the means to detect and possibly correct errors that may occur in the
physical layer. This layer provides logical link management, network forma-
tion, scheduling, segmentation, adaptation, neighbor discovery, synchroniza-
tion among nodes for bandwidth reservation, adaptive data rate control that
is sensitive to neighbor nodes, QoS support for real-time traffic, power man-
agement, efficient allocation and utilization of the available bandwidth,
capability to support distributed environment, contention window for con-
gestion control, scalability to large networks, support directional antennas
for higher spectrum reused lower power consumption, fare bandwidth
allocation or weighted allocation to nodes, and low control overhead.

In this layer, the data transfer might or might not be reliable. Many im-
plementations rely on the network or transport layers to support flow control,
error checking, acknowledgments, and retransmission.

IEEE 802 splits the OSI data link layer into the upper sub-layers called
logical link control (LLC) and the lower sub-layers called media access con-
trol (MAC). The LLC provides multiplexing, flow control, acknowledgment,
and error recovery. The MAC manages the access to the media. The media
access control can be either distributed or centralized.

The MAC protocols can be roughly categorized into three broad classes:
1) the fixed assignment class will have schemes like TDMA, CDMA, and
FDMA. Lacking the flexibility in allocating resources and thus these proto-
cols are unsuitable for dynamic and bursty wireless packet-data networks; 2)
the random assignment class consisting of ALOHA and CSMA are very
flexible thus is predominantly used in wireless LAN protocols. For instance
cellular networks use ALOHA to get the code when entering a cell and
CDMA for subsequent communication; and 3) the demand assignment class
with schemes like Token Ring, group allocation multiple access (GAMA), and
packet reservation multiple access (PRMA) attempt to combine the features
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from the above. These protocols are typically based on CSMA/CA and
multi-hop TDMA for broadcast.

It is the data link layer’s common goal to strike the balance between
maximizing the channel capacity utilization and minimizing of latency on
the same broadcast media. The issues with MAC for multiple channels in-
clude how to split bandwidth into channels and how to use the multiple
channels. For instance, the MAC in Bluetooth is a fast frequency-hopping
spread spectrum/CDMA/time-division-duplexing system that employs sys-
tem polling to establish a link. Frequency-hopping CDMA allows tens of
piconets to overlap in the same area providing an effective throughput that is
greater than 1 Mbps. The access method in each piconet is TDMA.

QoS at this layer concerns the achievement of fairness by providing equi-
table sharing of a channel. Typically a probabilistic framework with central-
ized protocol (such as 802.11 point coordination function) is more effective
than a distributed protocol even though distributed MAC appears to be
more suitable for ad-hoc networks. Additionally, it should minimize the ef-
fects of hidden and exposed terminal problems.

343 Network Layer

In the TCP/IP reference model the network layer is called Internet Proto-
col (IP) layer, it responds to service requests from the transport layer and
issues service requests to the link layer. The network layer deals with end-to-
end (source to destination) packet delivery whereas the data link layer is re-
sponsible for node-to-node (hop-to-hop) packet delivery. The key feature in
this layer centers about topology control, QoS, and routing.

Topology control includes neighbor discovery, network organization and
formation (neighbor and link), geometric structures, network partitioning,
data/service replication, scheduling node activity, sub-network dependent
convergence function (SNDCF), backbone formation (clustering and domi-
nating sets), [P addressing for mobile merge/split networks, and application
specific approach such as Bluetooth scatternet formation (e.g., sparse, dense,
and planar). Topology management also supports service monitoring and
troubleshooting.

The quality of connectivity is extracted from the pair of the best nodes.
The network layer QoS handles time-sensitive traffic and supports data dis-
tribution to avoid single point of failure. This includes managing the adaptiv-
ity to frequent topology changes, quick access to routes for minimum
connection setup time, reliable broadcasting to avoid packet collision, and
power management. Dynamic and fair channel access can maximize simul-
taneous transmission to improve latency, nodal availability, and stability can
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benefit the preferred neighbor election and further optimize network and
routing performances.

Routing is about finding a path from a source to destination, transmission
options can be broadcasting (send packets to all nodes), multicasting (send
packets to several nodes), or geocasting (send packets to all nodes inside a
region). Functionally routing capabilities include routing computation and
maintenance, localized status maintenance to avoid state propagation control
overhead, loop-free and free-from-stale routes, and converging optimal
routes from the topology information. The routing management must be able
to dynamically accommodate the topology changes, antenna shadowing, ter-
rain masking, interference, battery-power metrics, or individual nodes proc-
essing loads.

Routing information can be managed either reactively or proactively. The
reactive mechanisms maintain routes between nodes that need to communi-
cate while the proactive approaches maintain routes between all node-pairs.
The reactive routing approaches depend on the source to initiate route dis-
covery on demand thus the overhead is lower but route determination may
generate flooding or bursts at times for global search that cause delay. On
the other hand, the proactive routing requires periodic updates to eliminate
delay for route determination. The overhead for continuous updates for all
routes whether needed or not can consume unnecessary bandwidth consump-
tion. A hybrid approach based on mobility patterns of the nodes and traffic
characteristics is preferable.

Address assignment in this layer for wireless communications is also a
challenge. Static assignment makes it easier to guarantee unique addresses,
but dynamic assignment is more flexible. Time synchronization is another
challenge in ad-hoc network when GPS timing is absence. These subjects
will be addressed in chapter 4 (section 4.5).

344 Transport Layer

The transport layer responds to service requests from the application
layer and issues service requests to the network layer. This layer provides
transparent transfer of data between service nodes. To turn the unreliable and
basic services from the network layer into more effective and useful ser-
vices, the transport layer is responsible for end-to-end connection, error re-
covery, flow control, and ensuring complete data transfer. In the case where
a large data transmission is required, this layer can fragment user data into
smaller packets; each fragment is assigned a transport header to ensure de-
livery. As per the definition of the Internet protocol suite, Transmission Con-
trol Protocol (TCP) is specified for connection-oriented communication
while User Datagram Protocol (UDP) is specified for connectionless service.
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The TCP protocol is sender-centric, providing a reliable point-to-point
connection coupling with efficient load balancing and congestion control. It
guarantees ordering of delivery, detects and recovers from errors, and adapts
to the network traffic well with flow control thus can help end users to ac-
complish reliable and cost-effective data transfer. On the other hand, UDP
provides the datagram-type transport, offering neither error recovery nor
flow control and leaving these to the application. Thus, UDP’s delivery is
not guaranteed.

The concept of ports introduced in TCP/IP model is identical to the ports
in the session layer of OSI model. Computer applications can each listen for
information on their own ports directly from the transport services. In the
flow control, congestion avoidance such as slow-start is used to keep the
bandwidth consumption at a low level to avoid potential packet drops. Exist-
ing transport protocols support only point-to-point and point-to-multipoint
(multicast broadcast) connections.

Due to the increasing number of Internet-based applications over both
wired and wireless networks, the media transmissions have been gradually
unified into the TCP network protocol, and TCP has become a mainstream
media for transport layer communications. The services involving voice,
data, multimedia, and related to the associated QoS criteria are keys to a
successful transport layer implementation. The main features at this layer are
flow control and congestion control.

In wired networks, errors are mainly due to congestion. In wireless net-
works, the error rate is increased because of frequent disconnection due to
mobility or power failure. In wireless applications, TCP may misinterpret
packet losses and retransmission timeout caused by location-dependent con-
tention, hidden terminal problem, packet collision, route change/failure and
due to congestion, therefore improved feedback schemes such as reducing
the congestion window in response and unnecessary degradation (timeout) in
throughput are used to help identify the problem. But because a new route
may differ significantly from old route, how to choose the appropriate time-
out and congestion window after detecting a route change would have to
come with more careful design considerations. TCP has several variations
over ad-hoc applications, these enhanced protocols will be addressed in
chapter 5 (section 5.2.1).

3.4.5 Application and Cross-Layering Layer

The behaviors of RF channel characteristics including unpredictable
changes, the difficulty of sharing the channel medium with many neighbors,
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and potentially nodal level QoS requirement changes all impact end-to-end
QoS requirements. A promising method for satisfying QoS requirements is a
more unified approach of cross-layer or vertical-layer integration. The idea
is to violate many of the traditional layering styles to allow different parts of
the stack to adapt to the environment in a way that takes into account the
adaptation and available information at other layers. For instance, the over-
head introduced at the transport layer when congestion control, reliability,
and flow control are active is handled separately (e.g., to release one inter-
mediate link under congestion), thus higher-level coordination will be pref-
erable to improve end-to-end performance.

The application layer functions include information fusion and coordina-
tion of the lower-layer management supports. These can include:

security and cooperation in ad-hoc networks,

energy management,

end-to-end QoS,

context awareness and layer triggers with signals to notify other layer,
network status at all layers,

application level service discovery, and

spontaneous networking.

Unlike the wired network transport’s decoupled approach, the cross-layer
interaction in an ad-hoc network between the transport layer and lower layers
such as the network and the MAC layers are important to adapt to the
changing network environment. For instance, throughput unfairness at the
transport layer due to the throughput or delay unfairness existing at the lower
layer can be more effectively managed at the transport layer.

For instance, Ad-hoc Transport Protocol (ATP) is specifically designed
for ad-hoc wireless networks and is not a variant of TCP. The major aspects
by which ATP defers from TCP are 1) coordination among multiple layers;
2) rate based transmissions; 3) decoupling congestion control and reliability;
and 4) assisted congestion control. Similar to other TCP variants proposed
for ad-hoc wireless networks, ATP uses services from network and MAC
layers for improving its performance. ATP uses information from lower lay-
ers for: 1) estimation of the initial transmission rate; 2) detection, avoidance,
and control of congestion; and 3) detection of path breaks. Unlike TCP, ATP
utilizes a timer-based transmission, where the transmission rate is decided by
the granularity of the timer which is dependent on the congestion in the net-
work. The congestion control mechanism is decoupled from the reliability
and flow control mechanisms. The network congestion information is
obtained from the intermediate nodes, whereas the flow control and reliabil-
ity information are obtained from the ATP receiver. The intermediate nodes
attach the congestion information to every ATP packet and the ATP receiver
collates it before including it in the next ACK packet.
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3.5 Radio Development

A radio performs a variety of functions in the process of converting voice
or data information to and from an RF signal. These functions include proc-
essing the analog RF signal, waveform modulation/demodulation, and proc-
essing of the baseband signal.

The processing of the analog RF signal consists of amplification/
deamplification, converting to/from intermediate frequencies, RF up-
conversion/down-conversion, and noise cancelling. Waveform modulation/
demodulation depends on the waveforms used in that radio. The wave-
form generally includes error correction and interleaving of the signal. The
baseband signal processing part adds the networking protocols and routes the
signal to the output devices.

Analog radios perform these functions on analog signals. Using analog
signal processors and heterodyne filters, the analog signal can be processed
at different frequencies by a chain of analog functional blocks. Digital radios
transform the analog radio signal to a digital signal at some point in the
chain with an analog-to-digital converter (ADC) using digital signal proces-
sors (DSP). The digitally processed signal is converted back to analog by a
digital-to-analog converter (DAC) and transmitted through the antenna.

The process of impressing the information for transmission is known as
modulation. Amplitude modulation (AM) means changing the amplitude of a
wave in a way corresponding to the sending information. Instead of modulat-
ing the amplitude, if we change the frequency of the signal, the resulting
modulation is called frequency modulation, FM. There are other types of
modulation techniques that are variations of AM and FM. These include
Single Sideband (SSB), Double Sideband (DSB), Vestigial Sideband (VSB),
Frequency Shift Keying (FSK), Gaussian Minimum Shift Keying (GMSK),
and others.

As will be seen in the following section, the Software Defined Radio
(SDR) is a reconfigurable radio; the same hardware can be used to perform
different functions at different times by the definition of its running soft-
ware. It provides a flexible radio architecture allowing the radio functional-
ities to be highly personalized in real time.

3.5.1 Software Defined Radio Technologies

Software defined radio (SDR) is a new technology that allows a single
terminal to support various kinds of wireless systems. A separation of hard-
ware and software allows the various control applications to run largely in-
dependent on the actual physical electronic control unit (ECU). This kind of
“virtual machine” can be internally organized as a fairly complex and highly
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dedicated sensor/actor network. To accomplish this goal, the existing node-
centric solutions need to be replaced by a network-centric operating system
extended by dedicated automotive middleware. This radio software is based
on the Sofiware Communications Architecture (SCA), an open architecture
defined by the Joint Tactical Radio System (JTRS) Joint Program Olffice
(JPO) [14,15]. SDR is the underlying technology behind the JTRS initia-
tive to develop software programmable radios that can enable seamless, real-
time communication across the U.S. military services, and with coalition
forces and allies.

SDR refers to wireless communication in which the transmitter modula-
tion is generated or defined by a computer, and the receiver uses a computer
to recover the signal intelligence. To select the desired modulation type, the
proper programs are required by microcomputers that control the transmitter
and receiver. This action will also request an over-the-air service reconfigu-
ration update to the network to request that the required information is re-
purposed to suit the new display and then a reconfiguration command is
delivered to divert the content.

Typically, the antennas for transmitting and receiving, the series of signal
and RF amplifiers, and human interface devices are not part of SDR. In
voice application, for instance, ADC and modulator in the transmitter as well
as DAC and demodulator in the receiver are four computer-controlled cir-
cuits thus their parameters can be controllable by software. Functionally,
ADC converts the voice audio to ASCII data, the modulator impresses the
ASCII intelligence onto a RF carrier, the demodulator separates the ASCII
intelligence from the RF carrier, and the DAC generates a voice waveform
from the ASCII data.

3.5.1.1 Benefits and Opportunities

A wireless terminal (phone, PDA, and so forth) that is reconfigurable via
software. It enables wireless devices to be easily updated to new or later
versions of the air interface and allows multiple interfaces to be supported.
For example, a software defined cell phone could be used across in any
country in the world (see also soft phone).

In the technology beyond 3G wireless network, future wireless devices
will need to support multiple air interfaces and modulation formats. SDR
enables such functionality in wireless devices by using a reconfigurable
hardware platform across multiple standards. The most significant asset of
SDR is versatility. Changing the service type, the mode, and/or the modula-
tion protocol involves simply selecting and launching the requisite computer
program.
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Radio (terminal and base station) manufacturers and operators can
increase profit margins to use one design for the radio part for global
markets.

Ease of upgrades and fault correction has direct costs and logistics bene-
fit on a mass-market.

Dynamic network reconfiguration depending upon the nature of the traf-
fic or customer demand.

Seamless spectrum management in different technology domains for
roaming subscribers.

Offer content provision opportunities for third-party service providers to
form a commercial relationship with other parties in the value chain.
Common look and feel of services for service providers to maximize the
brand projection.

Enabled over-the-air reconfiguration offers opportunities to service per-
sonalization.

Customization on-demand for special needs or operating in special envi-
ronment.

3.5.1.2 Software Communications Architecture

The Software Communications Architecture (SCA) provides a common

open architecture used to build a family of radios across multiple domains
that are interoperable and reusable. The radios built upon SCA can use a
wide range of frequencies and enable technology insertion. As the result,
JTRS radios can improve interoperability by providing the ability to share
waveform software between radios and reduce development and deployment
costs. The special attributes of SCA can be concluded as following:

Common Open Architecture holds the advantages of promoting competi-
tion, interoperability, technology insertion, quick upgrades, software re-
use, and scalability.

Multiple Domains supports operations in a wide variety of domains, in-
cluding airborne, fixed, maritime, vehicular, dismounted and handheld.
Multiple Bands allows a JTRS radio to replace and interoperate with a
number of existing radios that use a wide range of frequencies.
Compatibility guarantees the new radios to communicate with legacy
systems in order to minimize the impact of platform integration.
Upgrades enable technology insertion. New technologies can be incorpo-
rated to improve performance.

Security such as programmable cryptographic capability, certificate man-
agement, user identification and authentication, key management, and
multiple independent levels of classification are part of the new architec-
ture.
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e Networking with legacy network protocols for the purpose of seamless
integration as well as with new wideband networking capabilities, e.g.,
voice, data, and video.

e Software Reusability allows the maximum possible reuse of software
components by supporting plug and play behavior with waveforms being
portable from one implementation to the next.

The SCA is designed to be an open, standardized architecture providing
interoperability, technology insertion, quick upgrade capability, software
reuse, and scalability.

The SCA specifications define the Operating Environment (OE), the ser-
vices, and interfaces that the applications use from the OE. The interfaces
are defined by using the CORBA IDL, and graphical representations are
made by using UML.

The OE consists of a Core Framework (CF), a CORBA middleware, and
a POSIX-based Operating System (OS). The OS running the SCA provides
services and interfaces that are defined as mandatory in the Application En-
vironment Profile (AEP) of the SCA. The CF delineates the interfaces, their
purposes, and their operations. It provides an abstraction of the underlying
software and hardware layers for software application developers. An SCA
compatible system following these interfaces to interact with JTRS radios.

The interfaces are grouped as Base Application Interfaces, Framework
Control Interfaces, and Framework Services Interfaces.

o The Base Application Interfaces are used by the application layer. They
provide the basic building blocks of an application. The interfaces in this
group are: Port, Life Cycle, TestableObject, PropertySet, PortSupplier,
ResourceFactory, and Resource.

e The Framework Control Interfaces provide the control of the system. The
application layer can reach the OS through these control interfaces. The
interfaces in this group are: Application, ApplicationFactory, Domain-
Manager, Device, LoadableDevice, ExecutableDevice, AggragateDevice,
and DeviceManager.

o The Framework Services Interfaces provide the system services. These
interfaces support both core and non-core applications. They include:
File, FileSystem, FileManager, and Timer.

The CF uses a Domain Profile to delineate the components in the system.
The Domain Profile is a set of XML files that define the identity, capabilities,
properties, interdependencies, and location of the hardware devices and
software components that make up the system. The software component
characteristics are contained in the Sofiware Package Descriptor (SPD),
Software Component Descriptor (SCD), and Software Assembly Descriptor
(SAD). The hardware device characteristics are stored in the Device Package
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Descriptor (DPD) and Device Configuration Descriptor (DCD). The Proper-
ties Descriptor contains information about the properties of a hardware de-
vice or software component. The Profile Descriptor contains an absolute file
name for a Device Configuration Descriptor, a Software Package Descriptor,
or a Software Assembly Descriptor. Finally, the DomainManager Configu-
ration Descriptor (DMD) contains the configuration information for the
DomainManager.

Although the SCA uses the CORBA middleware for its software bus, the
application layer can reach the OS by other means. CORBA adapters can be
used to wrap the legacy software components. Figure 3.13 shows the rela-
tionship between the AEP, the application, and the OE.
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Figure 3.13. Relationship between SCA components.

CORBA is the interoperability backbone of the SCA. Efficient use of
CORBA, such as avoiding ORB-dependent features can increase compatibil-
ity with other CORBA compliant ORBs. New radio software (known as a
waveform) on the radio system is deployed as a new application and uses the
CF services like the FileSystem to increase reusability. The waveform spe-
cific behavior can be implemented by function overloading. Scalability is
provided by software component assemblies. A waveform application cre-
ates a CF Resource for each functional unit, connects these resources to each
other using CF Ports, and deploys these resources on CF devices. When a
new hardware device is installed on a system, a new logical CF Device is
created as a software proxy for this hardware device, and the Device is regis-
tered to a CF DeviceManager.
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3.5.2 Antennas Characteristics

The most underappreciated component of a wireless sensor network node
is often its antenna. Most wireless sensor network nodes are designed to be
physically small, with low-power consumption and low product cost as the
primary design metrics. These requirements make the design of the node’s
antenna system both important and difficult. This situation is often exacer-
bated by the need to adjust the antenna design to fit aesthetics of the network
node’s physical design, which often forces the antenna to be the last electri-
cal component designed in the system.

The efficiency of an antenna considers only power accepted by the an-
tenna from the source. For maximum power transfer from transmitter to an-
tenna, however, the impedance of the antenna must be correct. Neglecting
any polarization concerns, the gain of an antenna then can be defined as the
product of the:

1. Antenna directivity is defined as the ratio of the antenna’s maximum ra-
diation density to the radiation density of the same radiated power. In
outdoor applications that more closely approximate free-space propaga-
tion conditions (i.e., those with little or no scattering of the incoming
wave), which can choose to take advantage of this fact by employing an-
tenna directivity to increase range.

2. Efficiency of power in a transmitter dictates whether the signal can be
radiated into space or dissipated as heat. Poor antenna efficiency can
limit the range of a wireless sensor network node; as antenna current
passes through materials of finite conductivity (nonzero resistivity), some
input power is lost as heat and is not radiated. This loss of range can be
recovered only by the use of additional transmit power or improved
receiver sensitivity, both alternatives that can increase power consump-
tion significantly. Batteries, displays, sensors, circuit boards, and other
materials having significant loss at RF must be kept out of this near-field
region. The preceding range discussion omitted any discussion of effi-
ciency. Real antennas, of course, are not perfectly efficient; in fact, when
a fixed limit is placed on physical size, a lower-frequency antenna is less
efficient than a higher-frequency antenna, due to the higher circulating
currents in the lower-frequency antenna.

3. Mismatch effects implies that the input impedance of an electrically small
antenna of fixed physical length has a reactive component that increases
as the frequency of operation is lowered. The reactance may produce
large mismatch losses if some type of impedance matching network is
not used. The increasing reactance makes the design of a low-loss im-
pedance matching network increasingly difficult as the frequency of op-
eration is lowered.
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3.6 SoS Views of Network Architectures

The following sections profile the systems view and architectures of the
most popular infrastructured wireless network technologies, namely GSM,
GPRS, UMTS, CDMA 2000, Wi-Fi, WiMax, Bluetooth, and IMS applica-
tions. The discussion in the following sections provides a most likely avail-
able communication backbone to support enterprise infrastructure-less
services.

3.6.1 GSM and GPRS

Global System for Mobile communication (GSM) is a digital mobile
telephone system that is the most popular standard for mobile phones in the
world. GSM open standard is developed by the 3GPP allowing network op-
erators to offer roaming services which means subscribers can use their
phone all over the world. GSM is a cellular network that uses a variation of
TDMA to allow eight speech channels per Radio frequency channel. There
are eight burst periods grouped into what is called a TDMA frame. It oper-
ates at either the 900 or 1800 MHz frequency band. The exception to the rule
is networks in parts of the Americas (including the USA and Canada) that
operate at 850 or 1900 MHz.

GMSC \\ CS-CN

- '| HLR
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GPRS = RAN + PS-CN
Y y,

Figure 3.14. GSM and GPRS network architecture.
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Based on GSM, General Packet Radio Services (GPRS) is a packet-
based wireless communication service that promises data rates from 56 up to
114 Kbps and continuous connection for video conferences and multimedia
when use with mobile handheld devices or notebook computers. GPRS will
complement existing GSM services such as circuit-switched cellular phone
connections and the Short Message Service (SMS). As GPRS becomes avail-
able, mobile users of a virtual private network (VPN) will be able to access
the private network continuously rather than through a dial-up connection.
GPRS will also complement Bluetooth, a standard for replacing wired con-
nections between devices with wireless radio connections. In addition to the
IP, GPRS supports X.25, a packet-based protocol that is used mainly in
Europe. GPRS is an evolutionary step towards Enhanced Data GSM Envi-
ronment (EDGE) and Universal Mobile Telephone Service (UMTS).

Cell radius varies depending on antenna height, antenna gain, and propa-
gation conditions from a couple of hundred meters to several tens of kilome-
ters. There are four different cell sizes for different coverage area in a GSM
or GPRS network:

e Macro cell is regarded as “cell” where the base station antenna is in-
stalled in a mast or a building above average roof top level.

e Micro cells are cells whose antenna height is under average roof top level
and typically used in urban areas.

e Picocells are small cells whose diameter is a few dozen meters and
mainly used indoors.

e Umbrella cells are used to cover shadowed regions of smaller cells and
fill in gaps in coverage between those cells. Indoor coverage is achieved
by using power splitters.

Figure 3.14 depicts a simplified view of a 3GPP GSM and GPRS archi-
tecture. Note that GSM contains RAN and circuit-switched core network
(CS-CN), and GPRS has RAN plus packet-switched core network (PS-CN).
A brief description of the key network domains and components of the GSM
and GPRS systems follow.

A MS has the mobile equipment (ME) and the SIM. The ME contains ge-
neric radio and processing functions to access the network, human interface,
or interface to other terminal equipment. SIM is a smart card, which can be
removed from the phone and contains the user profile, such as phone num-
ber, barring, PIN number, and confidentiality-related information. The air
interface between the MS and BTS is called Um.

The RAN is also referred to as BSS and has two components: the BTS or
simply BS, and the BSC. The BTS is responsible for the radio transmission
and reception from antennas to the radio-interface-specific signal processing,
and it can handle several radio carriers at a time. The purpose is to modulate,
amplify, filter, and transmit the downlink signals (and perform the reverse
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on the uplink). The BSC is responsible for the radio interface management,
allocation and release of radio channels, and handover management of sev-
eral BTSs. The BSC handles handoffs, cell rankings, locating MSs, power
control, channel allocation, frequency/code allocations, coding, and limited
switching. The links that connect the BTS and BSC are T1/E1 circuits (4bis
in Figure 3.14); the connections of RAN to PS-CN are frame relay (FR)
links (A link in the same figure).

The CS-CN also called the mobile switching subsystem (MSS) or the
network switching subsystem (NSS) consists of a mobile services switching
center (MSC) and a gateway MSC (GMSC). MSC also called mobile switch
(MS), or mobile telecommunications switching office (MTSO), performs the
basic switching function, coordinates the setup of calls to and from GSM
users, manages communications between GSM and other telecommunica-
tions networks, and collects billing information. A GMSC passes CS-traffic
between fixed and mobile networks. The GMSC is an MSC that is able to
find the corresponding HLR based on the called number. The GMSC and
MSC/HLR may physically be one unit. It interfaces with the HLR, public
switched transport network (PSTN), other public land mobile networks
(PLMNSs), and other networks such as packet-data networks. The MSC and
GMSC support both transport and control plane functions. The HLR is a
central, permanent location and maintains a management database that holds
subscriber information relevant to the provision of telecommunications ser-
vices, some information related to the location information of the subscriber,
such as MS roaming number, VLR address, MSC address, and the local MS
identity for routing and charging of calls towards MSC. The VLR is a tem-
porary location and the management database of MSC and is utilized to han-
dle mobility and roaming. It interacts with the HLR in obtaining the
subscriber data when needed. The VLR includes all users currently located
in the system, including roamers and non-roamers. The HLR and VLR work
together to allow both local operation and roaming outside the local service
area. The authentication center (AuC) is a database that maintains and man-
ages security, authentication and encryption, and related information for
each subscriber. The equipment identity register (EIR) is a database that
keeps track of all mobile stations (often implemented with AuC) and their
identities in order to prevent the use of stolen or faulty equipments.

The underlying network that connects MSC and GMSC comprises TDM
links, and the network that connects MSC/GMSC and HLR/VLR comprises
signaling system number 7 (SS7) links. In 3GPP Release 98, HLR, AuC, and
EIR databases are also considered part of CS-CN.

An overlay PS-CN was added to GSM by modifying BSC to include the
packet control function (PCF) to support packet-switched data for the GPRS
architecture. PS-CN has serving GPRS support nodes (SGSN) and the gate-
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way GSN (GGSN). The SGSN performs mobility management, encryption,
and charging functions, and also supports SMS over GPRS. GGSN is the
gateway that connects to a packet-data network (PDN) such as the Internet
or corporate intranet. Also, for roaming support, border routers, in private IP
networks connecting SGSN and GGSN, are used to connect with other
PLMNs or a GPRS roaming exchange (GRX). The underlying networks that
connect PS-CN elements, as well as inter-PLMN links, are part of private
managed IP (M-IP) networks. The links between PS-CN elements and the
HLR are SS7 links. The PS-CN also includes IP utility servers, such as
DNS, DHCP, and AAA, to support data services.

3.6.2 UMTS

Universal Mobile Telecommunications Service (UMTS) is a 3G broad-
band, packet-based transmission of text, digitized voice, video, and multi-
media at data rates up to 2 Mbps. Based on the GSM communication
standard, UMTS is the planned standard for the future; meanwhile, users can
have multi-mode devices that switch to the currently available technology.
The electromagnetic radiation spectrum for UMTS has been identified as
frequency bands 1885-2025 MHz for future IMT-2000 systems, and
1980-2010 MHz and 2170-2200 MHz for the satellite portion of UMTS
systems. The IP running on UMTS means it has the capability of providing
new services, such as alternative billing methods (pay-per-bit, pay-per-
session, flat rate, asymmetric bandwidth, and others). The higher bandwidth
of UMTS promises other new services, such as videoconferencing. UMTS
promises to realize the Virtual Home Environment (VHE) in which a roam-
ing user can have the same services to which the user is accustomed when at
home or in the office, through a combination of transparent terrestrial and
satellite connections. Figure 3.15 depicts a simplified view of such 3GPP
UMTS systems architecture. A brief description of the key network domains
and components of the UMTS system follows.

The User Equipment (UE) is the UMTS term for MS. It contains generic
radio and processing functions to access the network, human interface, or
interface to other terminal equipment. UE supports two UMTS terrestrial
radio access (UTRA) air interfaces called WCDMA and time-division syn-
chronous CDMA (TD-SCDMA) and contains a removable user identity mod-
ule (R-UIM) called the user identity module (UIM).

The RAN has two components: NodeB (new name for BTS), and radio
node controller (RNC) (new name for BSC). At times the combination of
NodeB and RNC together are called the radio network system (RNS). Under-
lying network links that connect NodeB and RNC are ATM private virtual
circuits (PVCs); these links in an all-IP network will be IP over ATM.
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Figure 3.15. UMTS network architecture.

CS-CN components are enhanced in UMTS to support new interfaces to
RAN; otherwise, the components remain the same as in GPRS CS-CN. In
3GPP UMTS Release 5, the transport and control functions of the MSC have
been logically split into two components, MSC server and circuit-switched
media gateway (CS-MGW).

The HLR is enhanced and now called home subscriber system (HSS);
it consists of HLR, VLR, AuC, and EIR databases, and Authentication,
Authorization, and Accounting (AAA) functions. The underlying support
network for HLR, VLR, AuC, and EIR is SS7 with GSM mobile application
part (MAP) protocol; however IP networks support the newer HSS elements
such as AAA and home agent (HA).

The components of PS-CN are essentially the same as in GPRS. How-
ever, the SGSN is upgraded to support new ATM interfaces.

Enhanced Data rates for GSM Evolution (EDGE) or Enhanced GPRS
(EGPRS) included in Release 7 of the 3GPP standard is a digital mobile
phone technology that allows to increase data transmission rate and to im-
prove data transmission reliability. It was introduced into GSM networks
around the world since 2003 and can be used for any packet-switched appli-
cations such as an Internet connection and high-speed data applications such
as video services and multimedia. On March 14, 2007, Ericsson announced
plans for EDGE Evolution, an upgrade to EDGE that permits 1 Mbps peak
speeds and latencies down to 100 ms with the existing network
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infrastructure. Some GSM operators view UMTS as the upgrade path and
either plan to skip EDGE or use it outside the UMTS coverage area.

High-Speed Downlink Packet Access (HSDPA) is also known as High-
Speed Downlink Protocol Access; it provides a roadmap for UMTS-based
networks to increase their data transfer speeds and capacity. The modulation
scheme and coding is changed on a per-user basis depending on signal qual-
ity and cell usage. HSDPA was created to compete with the CDMA EVDO
(see next section). Current HSDPA deployments support 1.8 Mbps, 3.6
Mbps, 7.2 Mbps, and 14.4 Mbps in downlink and accompanies an
improvement on the uplink providing a new bearer of 384 kbps (previous
max bearer was 128 kbps.) Current HSDPA networks have the capacity to
provide each customer with 30 Gb of data per month in addition to 1000 min
of voice and 300 min of mobile TV.

3.6.3 CDMA 2000

CDMA2000, also known as IMT-CDMA Multi-Carrier, is a code-
division multiple access (CDMA) version of the IMT-2000 standard devel-
oped by the International Telecommunication Union (ITU). As depicted in
Figure 3.16, the CDMA2000 standard is 3G mobile wireless technology
evolving from the existing cdmaOne services, including speech coders,
packet-data services, circuit- data services, fax services, SMS, and Over the
Air Activation and Service Provisioning (OTASP). CDMA2000 can support
mobile data communications at speeds ranging from 144 Kbps to
2 Mbps and have the following three phases: 144-Kbps packet data and
voice (1XRTT), 384-Kbps packet data, voice, and video (3XRTT), and fixed
wireless access at 2 Mbps. The 1X-RTT is based on IS95A/B technology
and has two different implementations, 1X-EVDV and 1X-EVDO.

Although the specifications of 3GPP WCDMA are identical to 3GPP2
CDMA2000 3X, these systems are not compatible. The difference is the
chip rate, the frequency at which the transceiver resonates. CDMA2000’s chip
rate needs to be a multiple of cdmaOne’s chip rate, while WCDMA's chip rate
has to fit the GSM framing structure. Unlike UMTS’s/WCDMA’s wide
bandwidth of 5 MHz, CDMA2000 is based around a single-frequency 1.25-
MHz channel (for reuse of existing spectrum used by IS-95A/B system) band
(1X-RTT), or three consolidated 1.25-MHz bands (3X-RTT). Both cdmaOne
and CDMAZ2000 use global positioning system (GPS) signals for network
timing.

Table 3.6 summarizes a comparison of mobile network terminology used
by GSM/GPRS, UMTS, and CDMA2000.
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Figure 3.16. 3GPP2 CDMA2000 systems architecture.

The primary function of the PCF in the RAN is to establish, maintain,
and terminate layer 2 connections to the PDSN.

The PDSN is equivalent to both the SGSN and GGSN in UMTS and in-
corporates several functions in one node. The major function of the PDSN is
to route packets to IP networks or directly to HA. The PDSN also assigns IP
addresses and maintains point-to-point protocol (PPP) sessions to the MS. It
also initiates AAA for the MS packet session. Usually, the PDSN incorpo-
rates the foreign agent (FA) functions. The FA functions support mobile IP
roaming and mobility and include functions such as reverse tunneling, regis-
tration, and dynamic HA and home address assignments. The HA is an im-
portant component of mobile IP, it redirects packets to the FA and receives
and routes reverse-tunneled packet from the FA. The HA also provides secu-
rity by authentication of the MS through mobile-IP (MIP) registration and
maintains connection with the AAA server to receive subscriber profile data.

The AAA server performs at least three types of functions depending on
the type of network: In the home network, the AAA server authenticates and
authorizes the MS based on requests from the local AAA server. In the vis-
ited network, the AAA server’s function is to pass authentication requests
from the PDSN to the home network, and authorize responses from the
home network to the PDSN. The AAA server also stores accounting infor-
mation for the MS and provides user profiles and QoS information to the
PDSN. In the intermediary or broker network, the AAA server forwards re-
quests and responses between visited networks and the home network that
do not have bilateral agreements and AAA associations.

There are two other differences between UMTS and CDMA2000 archi-
tectures. In UMTS, GSM mobile application part (MAP) supports CS-voice
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services and roaming, but in CDMA2000 architecture, 1S-41 signaling is
used. Also, in CDMA2000, roaming and mobility are based on mobile IP.

Evolution-Data Optimized (EV-DO or EVDO and often EV) is a wireless
radio broadband data standard adopted standardized by 3GPP2 for
CDMA2000 family of standards. This is an overlay network on CDMA
IXRTT network. The key difference between 1XRTT and EVDO networks
are in radio airlink handling and in end device authentication and authoriza-
tion. For instance, the authentication and authorization take place in HLR for
IX-RTT whereas in AN-AAA for EVDO. Integration of these two technolo-
gies allows wireless customers to access the Mobile Portal, Internet, and
Web-based applications using smart phones, broadband connection cards, or
phone-as-modem (PAM) [16].

The following table lists the different terminologies and functionalities to
summarize the discussion of the previous three sections.

Table 3.6. Mobile Network Terminology.

Network Component ~ GSM/GPRS UMTS CDMA2000
Base station BTS NodeB BS

Base station control- BSC RNC RNC or BSC/PCF
ler

Circuit switch MSC MSC MSC

Tunnel switch SGSN SGSN —

Network access GGSN GGSN PDSN/FA
gateway

User profile HLR/AC HSS/HLR/AC AAA/HA

and authentication

Visitor profile VLR VLR FA

and authentication

Multimedia support — IMS MMD

Roaming and mobil- SS7/GSM MAP SS7/GSM MAP/SIP IS-41 Mobile IP
ity

Back-haul network FR/managed IP ATM/managed IP Managed 1P
Signaling network SS7/GSM MAP SS7/GSM MAP - 1P ANSI-41 > 1P

3.6.4 WLAN and Wi-Fi

As depicted in Figure 3.17, WLAN use high-frequency electromagnetic
waves that are either infrared (IR) or radio frequency (RF) to transmit informa-
tion from one point to another. RF is more practical than IR as it can propagate
through solid obstacles useful for indoor applications. Traffic from multiple
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users is modulated onto the radio waves at the transmitter, and extracted
at the receiver. Multiple radio carriers can coexist in the same physical
space, and at the same time, without interfering with each other by using
FDMA, TDMA, or CDMA. Wireless LANs have been standardized by the
IEEE 802.11 standards subgroup. With the OFDM defined in IEEE 802.11a
and 802.11g, the real-world wireless LAN speed limit is moving to 50 Mbps
and beyond.

s N

Figure 3.17. Multiple wireless local area networks.

Wireless fidelity (Wi-Fi) is a type of WLAN that uses specifications in
the 802.11 family, designed to seamlessly integrate with Ethernet (IEEE
802.3) networks. The term Wi-Fi was created by an organization called the
Wi-Fi Alliance, which oversees tests that certify product interoperability.
Originally, Wi-Fi certification was applicable only to products using the
802.11b standard. Today, Wi-Fi can apply to products that use any 802.11
standard. An interconnected area of hot spots and network access points is
known as a hot zone. IEEE 802.11 specifies two, incompatible, techniques
for radio wave transmission: frequency-hopping spread spectrum (FHSS)
and direct-sequence spread spectrum (DSSS); the latter offers higher raw
transfer speeds, up to 11 Mbps (comparable to 10Base-T Ethernet). Major
challenges 802.11 faces include limited service range (about 300 ft without
physical obstructions), performance degradation when the unit is far from
the network, data throughput speeds, security, and QoS.

Figure 3.18 depicts the Wi-Fi networking modes in common use and
supported by 802.11 MAC layer implementations. Figure 3.18(a) shows the
ad-hoc mode, also referred to as independent basic service set (IBSS) topology;
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it is a peer-to-peer network in which no dedicated system is required to
assume the role of a gateway router. Several wireless nodes will communi-
cate directly with one another in a mesh or partial-mesh topology. Typical
instances of such an ad-hoc implementation do not connect to a larger net-
work and cover only a limited area. If a client in an ad-hoc network wishes
to communicate outside the peer-to-peer cell, a member must operate as a
gateway and perform routing. Configuring a Wi-Fi network in ad-hoc mode
establishes a network where wireless infrastructure does not exist or where
long-term services are not required, such as a trade show or collaboration by
coworkers at a remote location.

- N
Gateway Router u ‘
To Internet q (a). Infrastructure
| AP | 1AP2 | | APe Mode
g apt 1|
Mesh Access
Points

(b). Infrastructure g i |

Mesh Mode
AP 2 |

°

| e

Gateway Router
g AP3 To Internet
g (¢). Ad-hoc Mode

&
e

Figure 3.18. Three Wi-Fi networking configurations.

Figure 3.18(b) is the infrastructure mode. This most basic configuration
is referred to as a BSS topology and requires at least one wireless AP (also
referred to as a base station) to the wired network infrastructure, called the
distribution system (DS), and a set of wireless nodes or computers. The ac-
cess point then bridges the traffic between the computers on the wireless
network it controls, assuming the role played by an Ethernet hub in a basic
star-shaped wired network. Other general access point parameters include
range, access controls, maximum number of simultaneous wireless connec-
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tions, and if the access point supports multi-access point roaming — the abil-
ity to create a single network from multiple-access points, enabling wireless
clients to seamlessly hop from coverage cell to coverage cell.

APs act as a bridge between the wired and wireless networks aggregating
access for multiple wireless stations onto the wired network and are under
the control of the same MAC function. Communication between wireless
nodes, wireless computers, and the wired network is by the AP. All APs
transmit a beacon management frame at fixed intervals. To associate with an
AP and join a BSS, a client listens for beacon messages to identify the APs
within range. The client selection of which BSS to join is carried out in
a vendor-independent manner. A client may also send a probe request man-
agement frame to find an AP associated with the desired service set identi-
fier (S§SID). Multiple BSS (or APs) that share the same ESS ID and DS form
an ESS. Cells in an ESS may overlap, or there may be gaps. The Wi-Fi net-
works with multiple APs can use the same channel or different channels to
boost aggregate throughput. Full overlap provides for both an increase in
aggregate bandwidth and redundancy. Each AP and mobile unit (MU) has a
unique MAC and IP address. The MU, also called mobile node (MN), mobile
station (MS), or mobile client (MC), can roam from AP to AP. In 3G termi-
nology, an MU is called user equipment (UE) or handset. Although the Wi-
Fi standard defines how a wireless computer communicates with an AP, it
does not define how roaming should be conducted and supported within an
ESS topology network, in particular when a roaming user crosses a router
boundary between subnets. In theory, it is possible to implement dynamic
host configuration protocol (DHCP) across the network and force users to
release and renew their IP address as they migrate from one subnet to an-
other, but this is not a desirable solution. Roaming between APs is largely
reliant on vendor-specific implementations and management. Most corporate
WLANSs operate in infrastructure mode and access the wired network for
connections to printers and file servers. The public hotspots provide Wi-Fi
service, free or for a fee, from a wide variety of public meeting areas, includ-
ing coffee shops and airport lounges, and also operate in infrastructure
mode.

Figure 3.18(c) shows the infrastructure mesh mode combining features of
ad-hoc mode with infrastructure mode. It is a router network without the ca-
bling between nodes and supports the inherent rerouting for fault tolerance
that such networks deliver. The infrastructure mesh is built of peer nodes
that are not required to be cabled to a wired port like traditional Wi-Fi APs.
Rather, each simply plugs into a power supply. It automatically self-
configures and communicates with other nodes over the air to determine the
most efficient multi-hop transmission path. Today, most mesh implantations
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are vendor specific, until the 802.11s standard specifications for mesh net-
working are completed.

The infrastructure mesh uses dual-radio mesh APs, which have two
radios operating on different frequencies in two different mesh topologies.
One radio supports user access, while the other provides back-haul. A typi-
cal configuration uses 2.4-GHz Wi-Fi for local access and 5-GHz band wire-
less for back-haul. The access capacity is not impacted by the forwarding
traffic since it is done with a separate radio on a separate RF channel.

In an enterprise environment, infrastructure wireless meshes are impor-
tant since these cut out the need for costly, wired back-haul to be provi-
sioned to every node.

3.6.5 WPAN and Bluetooth

WPANs use RF technologies similar to those of WLANSs, but short-
distance (10s of meters versus 100s) and low-power radio. WPAN can be
deployed in full mesh topology where nodes are connected directly with
each others or partial mesh topology where some nodes are only connected
to certain nodes. Mesh networks have the capability to provide extension to
network coverage without increasing transmit power or receive sensitivity,
with enhanced reliability via route redundancy, easier network configuration,
and better device battery life due to fewer retransmissions.

WPAN is beacon-enabled mesh; multiple coordinators send beacons
periodically to coordinate communications. Self-organized or predetermined
beacon arrangement should be deployed to avoid direct and indirect collisions.
A time synchronization mechanism is needed for beacon alignment. Signaling
and management in mesh WPAN is more complicated than in a star-
topology, energy consumption is a big concern in WPAN.

IEEE 802.15.5 task group defines the necessary mechanisms presenting
in the PHY and MAC layers of WPANs to enable mesh networking. Blue-
tooth radio operates in the unlicensed ISM spectrum in the frequency range
of 2.402 to 2.480 GHz. A Bluetooth network can exist in three ways: Point-
to-point (e.g., Bluetooth mobile phone with Bluetooth headset) as shown in
Figure 3.19(a), Point-to-multipoint, this is called a piconet as shown in Fig-
ure 3.19(b), and Linked point-to-multipoint, this is called a scatternet as
shown in Figure 3.19(c). In a scatternet, the master computer is also con-
nected to another master computer. The other master computer is slave to the
‘central” master computer. But, this slave computer is master to its Bluetooth
networking slave computers. An example PC configuration of scatternet is
portrayed at the bottom figure of Figure 3.19.
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Figure 3.19. Bluetooth configurations.

Bluetooth uses 79-hop frequencies, spaced 1 MHz apart. If the transmis-
sion encounters interference, it waits for the next frequency hop, and re-
transmits on a new frequency. Two or more units sharing the same channel
form a piconet. One Bluetooth unit acts as the master of the piconet, whereas
the other units act as slaves. Up to seven slaves can be active in the piconet.
Each piconet is assigned a specific frequency-hopping pattern. The pattern is
determined by the piconet identity and the master clock of the master station.
The overall hopping pattern is divided into two 32-hop segments, odd and
even. Each 32-hop pattern starts at a point in the spectrum, and hops over a
pattern that covers 64 MHz. The 32-hop segments are concatenated, and the
random selection of the index is change, for each new segment. After com-
pletion of each segment, the sequence is altered, and the pattern is shifted 16
frequencies in the forward direction.

3.6.6 WMAN and WiMax

A WMAN covers a geographic area such as a city or suburb; it is tar-
geted for use in metropolitan and regional networks. WMANSs have much
longer range than WLANSs, as much as several kilometers and more, as
opposed to the nominal 100 m of WLANSs. These networks offer support for
roaming and support applications requiring both low-latency data and real-
time voice services.
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The mission of Worldwide Interoperability for Microwave Access (Wi-
Max) Forum was to popularize products based on the IEEE 802.16 WMAN
standard for broadband wireless access (BWA) networks. The WiMax net-
work is a wireless replacement or complementary solution for a wired
broadband connection such as expensive T1 links connecting offices to each
other and the Internet. The original 802.16 standard specified fixed point-to-
multipoint broadband wireless systems, operating in the 1066 GHz licensed
spectrum. An amendment, 802.16a, approved in January 2003, specified
non-line-of-sight extensions in the 2—11 GHz spectrum, delivering up to 70
Mbps at distances up to 31 miles. Officially called the WirelessMAN™
specification, 802.16 standards are expected to enable multimedia applica-
tions with wireless connection and, with a range of up to 30 miles, provide a
viable last mile technology. Typical client devices will rely on Personal
Computer Memory Card International Association (PCMCIA)-based PC
card technology. Figure 3.20 depicts one possible WiMax network deploy-
ment.
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Figure 3.20. WiMax.
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WiMax uses highly directional antennas, whereas Wi-Fi uses omni-
directional antennas. These two standards also use different approaches for
QoS and security. WiMax 802.16d is suitable for fixed point-to-multipoint
networks, and WiMax 802.16¢ is suitable for mobile both peer-to-peer and
ad-hoc networks.

Another competing standard in the works is the IEEE 802.20 mobile
broadband wireless access standard. It is expected to support data rates of
greater than 100 Mbps at ranges of 15 km or more. 802.20 will operate in
licensed bands below 3.5 GHz (500 MHz to 3.5 GHz). It will incorporate
global mobility and roaming support between base stations. The standard
will support real-time traffic with the low latency of about 20 ms or less
required for VoIP. Typical channel bandwidth will be less than 5 MHz.

One deployed commercial example of WiMax is the Wireless Broadband
(WiBro), provided by two Korean Telco (KT, SKT) in June 2006. The target
digital consumer electronics (CE) includes MP3P, PMP, game player, digital
camera, and telematics. The converged terminals have various form factors
such as PDA, Mobile Phone, PCMCIA card, and PC.

Based on the wireless broadband Internet technology, WiBro adapts
TDD for duplexing, OFDMA for multiple access with 8.75 MHz channel
bandwidth. Operating in 2.3-2.4 GHz band, WiBro provides portable high
speed Internet connection, both in stationary and mobile mode.

WiBro base stations offer an aggregate data throughput of 30 to 50 Mbps
and cover a radius of 1-5 km allowing for the use of portable Internet usage.
In late 2005 ITU reflected WiBro as IEEE 802.16e. However, the inclusion
of QoS in WiBro for stream video content and other loss-sensitive data
appear to be and may be the stronger advantages over the WiMAX standard.
The WiBro network architecture is illustrated in Figure 3.21.
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Figure 3.21. WiBro network architecture.

High performance radio metropolitan area network (HIPERMAN) is a
European alternative to WiMAX. Created by the Furopean Telecommunica-
tions Standards Institute (ETSI) Broadband Radio Access Networks (BRAN)
group, HIPERMAN provide a wireless network communication in the 2—11
GHz bands across Europe and other countries. It enables both point-to-
multipoint (PMP) and mesh network configurations for ATM and IP net-
working.

HIPERMAN is optimized for supporting packet-switched networks such
as broadband Wireless DSL in frequency bands below 11 GHz (mainly in
the 3.5 GHz band) primarily for residential and small business environments.
It offers various service categories, full QoS, fast connection control man-
agement, strong security, fast adaptation of coding, modulation, and transmit
power to propagation conditions and is capable of non-line-of-sight opera-
tion. The technology supports both FDD and TDD frequency allocations and
H-FDD terminals.

3.6.7 IP Multimedia Subsystem

The IP Multimedia Subsystem (IMS) is a standardized open systems
architecture in the network domain that supports a wide range of IP-based
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services over the existing phone systems (both packet-switched and circuit-
switched). It uses Voice-over-IP (VolP) based on SIP protocol defined in
3GPP and employs both mobile and fixed multimedia services [17].

IMS is at the heart of Next Generation Convergent Networks, it intends
to merges the Internet with the cellular world. Service users can use all their
services whether they are mobile or not. Because of the open-nature of IMS,
multimedia sessions among IMS community or non-IMS users can be estab-
lished end-to-end with the same protocol. Applications and services can be
supported seamlessly across all networks. This feature gives network opera-
tors and service providers the ability to control and charge for individual
services.

As mentioned earlier, the primarily designed (3GPP R5) of IMS is to
provide services upon GPRS using SIP signaling. 3GPP R6 was extended to
incorporate non-GPRS based access and SIP TEs, especially to harmonize
with the 3GPP2 (CDMA 2000) IP Multimedia Domain (MMD). The later
releases emphasize on the integration of more services and adaptation of
fixed networks. Figure 3.22 depicts a high level systems view of an IMS
network. At the transport layer, three 3GPP releases are addressed.

In the access network, the user can connect to an IMS network using
various methods via standard IPv6. A direct IMS terminal (e.g., mobile
phone, PDA, and computer) with a SIP user agent can directly register into an
IMS network. Fixed access (e.g., DSL and cable modems), mobile access
(e.g., W-CDMA, CDMA2000, GSM, and GPRS), and wireless access (e.g.,
WLAN and WiMAX) are all supported. Non IMS-compatible VoIP phone
systems like the POTS (the old analogue telephones) and H.323 can be sup-
ported through gateways.

Call Session Control Function (CSCF) is a collected function to process
SIP signaling packets in the IMS.

A Proxy-CSCF (P-CSCF) is a SIP proxy that is the first point of contact
for the IMS terminal. It authenticates and generates charging records of the
user and establishes an [Psec security association with the IMS terminal. It
can be located either in the visited network (in full IMS networks) or in the
home network (when the visited network is not IMS compliant yet). Some
networks might use a Session Border Controller (SBC) for this function. The
terminal will discover its P-CSCF with either DHCP, or it is assigned in the
PDP Context (in GPRS). It may include a Policy Decision Function (PDF)
to authorize media plane resources such as QoS.

An Interrogating-CSCF (I-CSCF) is a SIP proxy located at the edge
of an administrative domain. Its IP address is published in the DNS of the
domain, so that remote servers can find it, and use it as an entry point for all
SIP packets to this domain. I-CSCF queries the home subscriber server
(HSS) to retrieve the user location; it’s the HSS that assigns an S-CSCF to
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Figure 3.22. IMS architecture.

the user. A Serving-CSCF (S-CSCF) is the SIP server for signaling and ses-
sion control as well. It’s always located in the home network. The S-CSCF
interfaces to the HSS to download and upload user profiles. It handles SIP
registrations and provides routing services. Multiple S-CSCF can be deployed
in the network for load distribution and high availability consideration.

The core network contains the HSS and subscriber location function
(SLF). HSS is the master user database containing the subscription-related
information (user profiles) and performs authentication and authorization of
the user. It is similar to the GSM HLR and AUC. In case when multiple
HSSs are used, the SLF is required.

The application-server (AS) interfaces with the S-CSCF using SIP. It
hosts and executes IMS services allowing third party providers an easy inte-
gration and deployment of their value added services to the IMS infrastruc-
ture. Three components are shown in Figure 3.22. The SIP AS is a native
IMS application server. The open service access-service capability server
(OSA-SCS) is an interface with OSA application servers using Parlay. The /P
multimedia service switching function (IM-SSF) interfaces with CAMEL
application servers using CAP.
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The media servers located at the IMS layer is called media resource func-
tion (MRF). It provides a source of media in the home network. It can be
used for playing of announcements (audio/video), Multimedia conferencing
(e.g., mixing of audio streams), text-to-speech conversion (TTS) and speech
recognition, and real-time transcoding of multimedia data (i.e., conversion
between different codecs).

A breakout gateway control function (BGCF) is a SIP server that in-
cludes routing functionality based on telephone numbers. It’s only used
when calling from the IMS to a phone in a circuit switched network, such as
the PSTN or the PLMN.

PSTN gateways interface with PSTN circuit switched (CS) networks. For
signaling, CS networks use ISUP (or BICC) over MTP, while IMS uses SIP
over IP. For media, CS networks use PCM, while IMS uses RTP. A signal-
ing gateway (SGW) transforms lower layer protocols as SCTP (which is an
IP) into MTP (which is a SS7 protocol), to pass ISUP from the MGCF to
the CS network. A media gateway controller function (MGCF) does call
control protocol conversion between SIP and ISUP, and interfaces with the
SGW over SCTP. A media gateway (MGW) converts between RTP and PCM.

Veizon’s Advances to IMS (4-IMS) architecture aims to fill gaps that
standard IMS leaves open. This will ease the transition from legacy net-
works to the all-IP networks in the future. The key principles include uni-
form treatment of SIP and non-SIP applications, comprehensive security,
and three-layer peering, dual anchoring, and multi-tiered service interaction
management. The concept of dual anchoring is to support two IP address to
a mobile terminal where the service provider can assign latency sensitive
applications to the visit anchor (in the form of IP) and applications which
require greater levels of service controls to the home anchor. The disadvan-
tages of A-IMS are its dependency upon the CDMA technology than the
GSM technology, as well as the acceptance from other operators [18].

The Next Generation Mobile Network (NGMN) [19] was established in
2006 by leading mobile operators to complement and support the techno-
logical roadmap for the next generation of mobile networks beyond HSPA
and EVDO. This effort is to assist operators conducting transitions of the
existing wireless broadband services and systems, including planned en-
hancements, to the next generation technologies with minimum impacts to
their competitive edges.
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3.7 Conclusion

While service-oriented operations reach a certain level of maturity in
wired networks, it remains nascent in wireless networks. In this chapter, the
history of wireless networks, technical challenges, and path-forward devel-
opments are presented.

Mobility protocols are used to support routing to and from mobile nodes.
When mobility becomes the norm rather than exception, it is imperative for
interoperability between implementations, i.e., dealing with large-scale mo-
bile delivery, discovery management, and security. Examples are authentica-
tion and access control schemes for mobile users. Current access control
schemes allow the specification of who can do what (e.g., send and receive.)
With mobility, the scopes are extended to address the issue of who can do
what, where, and when.

This chapter starts by introducing the notion of network-centric services
and their applicability in wireless networks. Mobile ad-hoc networks are an
ideal technology to establish in an instant communication infrastructure-less
service base for mission-critical applications or overcome a flawed architec-
ture. The existing wireless technologies were highlighted with the ad-hoc
feature as a communication foundation of service-oriented enterprise. The
discussions were then moved to the practical aspects of the ad-hoc wireless
technologies, as they potentially pertain to each of the salient elements of an
enterprise service offering. For each of these elements, the challenges and
characteristics of ad-hoc wireless network was distilled.

Finally, the highlights and trends of the most popular radio and service
architectures in the recent research and development were revealed. This
chapter is intended to give a perspective on the issues, challenges, and im-
peratives of designing and implementing a wireless communication frame-
work for enterprises services, one that will serve as a building block of
infrastructured and infrastructure-less technologies for the next subject.



Chapter 4

WIRELESS SENSOR NETWORKS
AND APPLICATIONS

A sensor network is a computer network of many spatially distributed
devices using sensors to monitor conditions, such as sound, temperature,
pressure, vibration, motion, or life-threatening pollutions (e.g., radiation and
biochemical). A complete sensor device is normally equipped with sensing,
computation, and communication capabilities. This configuration allows
sensor devices to communicate with each other, and also relies upon the peer
sensors to transport data to a monitoring computer. Usually sensor devices
are small so that they can be produced and deployed in large numbers. How-
ever this attribute also severely constrains the availability of their resources
in terms of energy, memory, computational speed, and bandwidth.

In the foreseeable future, everyday objects such as automobiles and home
appliances will connect the living environment to information networks.
Pervasive computing devices will allow applications to gather and share a
large amount of information. Sensor networks will soon be able to track
everything from industrial control and monitoring, home automation and
consumer electronics, security and military sensing, asset tracking and supply
chain management, intelligent agriculture, and health monitoring. Such in-
formation that was not available before will open up new markets for a large
range of new services and applications. The viability of the new information-
driven business lies in the enterprise’s capability to unify wireless network
technology with tangible knowledge service applications.

This chapter is situated as a key building-block of an enterprise service to
support customer-facing or environment-facing applications as part of a
situation awareness system. The first part of this chapter provides a general
look at the sensor applications, sensor network architecture, data dissemi-
nation methods, antennas, and waveform management. The second part
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introduces the existing standards most popular in the sensor industry and
several associated applications. Lastly, the SoS view of a wireless sensor
network provides technical foundation sufficient to establish a sensor-
integrated enterprise information management solution.

4.1 Overview

Sensor technologies play an essential role in supporting information col-
lection and object management as part of the integrated enterprise services
architecture. Traditional sensor applications rely on a “data-centric” net-
working paradigm for data sharing. For instance, wireless database technol-
ogy allows sensors to query data from other sensors with multi-hop routing
protocols.

Owning to the technology maturity and pervasive market growth, mas-
sive production and deployment of sensors have reduced the operational cost
dramatically. The increasing number of sensors per managed site, with far
more complex and rich information, has introduced new challenges such as
heterogeneity, privacy, scalability, and security which are unseen in a “data-
centric” environment.

Nowadays, an enterprise system is expected to collect data from a very
large number of sensors attached to vehicles, traffic lights, road surface,
buildings, and so forth. Such complex and large sensor networks need to be
managed by a network-centric operating system as a “melting pot” of vari-
ous solutions. The ability to federate different products and sub-systems can
significantly increase environmental awareness and knowledge which corre-
sponds to a new core competency, a competency that is fundamental to
achieving information superiority.

Defining this mentioned core competency calls for new generation opera-
tional capabilities in design, deployment, and operation of the sensor net-
works. Figure 4.1 depicts the functional building blocks of a wireless sensor
application within the enterprise services. As shown, establishing upon the
active and passive sensors is the sensor network where sensor nodes are
managed network-centricly. This network-centric operations and manage-
ments of wireless sensor network need to incorporate power management,
mobility, discovery, configuration, security, and data fusion. The collabo-
rated capabilities form essential service elements which impact the enter-
prise operations in technology, organization, and doctrine. The technology
aspect of these subjects will be portrayed throughout this chapter. Broader
influences to the rest of the enterprise services will be delved in detail in the
following chapters.
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Figure 4.1. System architecture of enterprise services.

4.1.1 Networked Sensor Applications

To achieve higher efficiency of data management, sensor networks may

employ distributed capability with multiple routing paths. In mission critical
scenarios, the connectivity may require the attributes of self-healing and
self-maintaining to support resiliency from any threats to the managing envi-
ronments. From a data traffic perspective, the sensor applications typically
have relaxed throughput requirements and are often measured infrequently.
This section profiles some sensor applications [1]:

Environment monitoring and control of industrial safety, soil condition,
farm or barn temperature, heating, ventilating, and air conditioning
(HVAC) of a building, security in disaster relief, and building structure
analysis.

Tracking and responding to the target environment for disaster relief, to
the location of animals in the ranch, to the shipping containers in trans-
port business, to the packages in shipping industry, to the maintenance
schedule of machinery, and to the enemy’s attempt to avoid attack.

Life quality improvement such as intelligent personal computer (PC)
peripherals or appliances, PC-enhanced toys, “universal” remote control of
home electronic equipment, networked biological (e.g., weight or blood
sugar) sensors for health monitoring, location-aware tourism and shoping,
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remote keyless entry (RKE), athletic performance monitoring, and im-
planted medical devices.

o Secured sensing and accessibility, for instance, spread spectrum tech-
niques with the bursty transmission format can reduce probability of de-
tection for intelligence gathering. The sensor network can effectively
increase the quantity and quality of information available to overcome
line-of-sight obscuration.

e The location information from sensors can support services such as
beam-forming for localization of targets, geographical forwarding, and
geographical addressing.

By integrating multiple sensors, replaying and reviewing real time and
historical measurements, and coordinating the sensing data, the enterprise
can track information from the target objects more effectively. Such infor-
mation can potentially support many different services or applications other
than the ones aforementioned. Through different applications, the customers
can yield better situational understanding, control, and responses of the man-
aged environments.

4.1.2 Category of Sensor Nodes

As discussed in the previous section, the effectiveness of stand-alone
sensors can be improved through employment of multiple sensor units
against the managed objects. The combination of sensor fusion and dynamic
sensor tasking can lead to more accurate measurements. Because multiple
sensor deployment does not require all sensors to possess identical opera-
tional roles, for efficiency sake, sensors are thus grouped and act in comple-
mentary functionalities to constitute a sensor network. These different
functions can be roughly divided into the following categories:

o Generic and special sensors support the heterogeneity of information
gathering in enterprise services. There are two basic types of sensors,
passive and active sensors:

o An active sensor is a measuring instrument that generates a signal, transmits
it to a target, and detects the returned signal reflecting off the target objects.
Against objects moving in air and space, active sensors are an effective
means of providing very accurate ranging measurements. The most common
active sensors used in remote sensing are radar and sonar. A sample applica-
tion of active sensor is depicted in Figure 4.2.

o A passive sensor provides detection without emitting any energy signal that
can themselves be detected. Most passive electromagnetic spectrum sensor
systems operate in the visible (image recognition), infrared (detecting emit-
ting infrared radiation even in the dark), thermal infrared (temperature
change), seismic (earthquakes), acoustic (sound), strain (applied forces),
salinity (concentration of chlorides in the water), neutrino (emissions of un
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Figure 4.2. Active sensor.

shielded reactors), humidity, temperature, and microwave portions of the
electromagnetic spectrum to provide sufficient information for pattern
recognition applications to profile the presence, characteristic, or shape of
a target.
Router sensors are used as routers or can be used as data dissemination
nodes in the sensor network in addition to its sensor role. These nodes self-
organize themselves to form the backbone of the sensor network and
hold the following advantages:

o Certain specialized sensors may be expensive to build; detaching the routing
capability from those specialized sensors allows the designer to emphasize
on the sensor function then the networking function. This can potentially re-
duce the density of the specialized sensors in the network to achieve cost-
effectiveness.

o As performance of specialized sensors is separated from the router sensors,
the router sensors can be specialized on networking specific features such as
best paths selection. Additionally, the number of routers can be increased to
improve the service durability and the fault-tolerance of the network.

Aggregator nodes perform self-configurable aggregating functions within
a sensor environment. This functionality can be deployed in a router sen-
sor or a special sensor node.
Sink nodes normally have relatively high processing power, and high
storage capacity, and can connect to the enterprise inter- or intra-
networks for transmission of collected data. The sink nodes are some-
times called gateway nodes. Depending upon the applications, they may
hold the responsibility of sending specific control messages to certain
nodes, broadcasting messages within the managed sensor group, or relay-
ing data among sensors.
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Figure 4.3. Four sensor categories and their relationships.

Figure 4.3 depicts the relationships of these four sensor categories. Be-

cause generic and special sensor nodes generate data thus they are called
sources; the information to be reported is called an event. Through router
sensors, the events are transmitted to an aggregator. The sink node collects
the events and forwards them to the back-end enterprise services or applica-
tions. In a less complex configuration, a sink node can be a sensor base sta-
tion (SBS) hosting an application system or systems.
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Figure 4.4. Hierarchical deployment of wireless sensor networks.

A network-centric wireless sensor network offers a decentralized data

fusion and control paradigm to establish a unified yet flexible architecture
suitable for a wide range of services. The trend of this new sensing functions
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lies at the integrated circuit (IC) technology for increased robustness, lower
cost, and smaller size. From the design perspective, a sensor is a self-
contained modular electronic system that is equipped with a radio trans-
ceiver, a small microcontroller, and an energy source, usually a battery. The
microcontroller can perform data analysis such as beam forming or aggrega-
tion of related data. It can also include routing computation overhead. The
radio transceiver involves transmission and reception between multiple
nodes. Figure 4.4 shows a sample hierarchical deployment of a sensor net-
work. Dependent upon the computing complexity and resource levels, sen-
sors can be situated inside a circuit chip, chip module, circuit module, or
even as an independent component in a gateway sensor. The sensors at the
higher layers of the pyramid tend to hold higher computing speeds (millions
of instructions per second or MIPS), larger memories, and faster communi-
cation speeds [2].

4.1.3 Sensor Networks

A large number of networked sensors can provide better spatial coverage,
higher responsiveness, survivability, and robustness. Sensor fusion enables
measurements from multiple sensors to develop a composite picture of the
situation. The composite picture decreases the time required to generate
situation and service awareness. In addition to the sensor fusion, dynamic
sensor tasking is a proven method for improving accuracy of the measure-
ment by reducing error or unwanted data. A complex sensor network may
feature multi-hop and a self-configured wireless network consisting of many
sensor nodes. Fine-grained localization (section 4.5.2) and time synchroniza-
tion (section 4.5.3) can be added to enhance detections across nodes.

Table 4.1 lists the basic attributes of the Internet and sensor network. In
particular, sensor networks primarily focus on dissemination, collection, ag-
gregation, and gradient-directed services, whereas the Internet principally
focuses on end-to-end communication. By comparing these two networks,
the enterprise can rationally allocate resources between sensor and backbone
networks separated by the gateway nodes.

In a sensor network, data traffic can be categorized into data collection
and data dissemination (diffusion). These two types of traffic are depicted
in Figure 4.5.

Data collection can be either periodic or on-demand. The sensed data is
transmitted from sensor nodes to the data sink or the base application. In the
context of data collection, a “round” is defined as the base application col-
lecting data from all the predetermined sensor nodes once. Generally, the
routing protocol must be energy-efficient in order to maximize the system
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Table 4.1. Internet and Sensor Networks.

The Internet

Sensor Networks

Independent hosts and applications

End-to-end flows (static)

Infrastructured

Human-interaction, throughput can be high

Power supply by AC/DC

Latency depends on the QoS of session, nor-

mally is small and expectable

Bandwidth is relatively cheap

In-network state is less significant, service

behavior is rather stable and predicable

Collaborative nodes, gateways, and specific appli-
cations

Collect, disseminate, synchronization

(dynamic)

routing,

Infrastructure-less (ad-hoc networking)
Even driven, low utilization with occasional spike
Often battery-powered

Delays caused by wake time (power manage-
ment), broken path (interference or mobility), and
routings (traffic patterns) thus not expectable

Bandwidth is expensive

Service behaviors are influenced by the limitation
of physical computing resources (e.g., memory,
antenna, and battery)

lifetime. Energy efficiency is primarily accomplished by using the best rout-
ing path and by turning off unneeded components of the node. Such design
and operational objectives are to maximize the number of rounds of commu-
nication with minimum resource consumption.
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Figure 4.5. Data collection, processing, and queuing reflect dynamic policy.

Data dissemination (or data diffusion) includes any queries from the data
sink to the sensor nodes as well as the replies from the sensor nodes back to
the data sink. Intelligent data diffusion may consist of a multiple-step proc-
ess including interest propagation and data propagation to filter and con-
solidate traffic. The process starts from a sink broadcasting the events of
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interest to its neighbor nodes. This interest is further propagated across the
entire network. All receiving nodes maintain an interest cache for the needed
events. The sink node can periodically refresh its interests. When an event is
detected and fits the profile of interest, this event is prorogated back to the
interested node. Depending upon the design, all intermediate nodes can ei-
ther maintain a data cache or further fuse the reporting data.

4.14 Service Requirements in NCBO

In an NCBO environment, it is a general practice that wireless sensor
networks are formed and managed in an infrastructure-less design in order to
reduce dependency on the potentially high cost of network infrastructure.
The sensor tasking enables sensor resources to be dynamically focused on
high priority sectors of the managed space; it helps the enterprise ensure the
right mix of sensors is available at the right time. The following are some
design and operational considerations for sensors and sensor networks in an
NCBO environment:

o The capabilities of node can be homogenous, heterogeneous, or a mixed
of nodes dedicated to a special function such as sensing, routing, and ag-
gregation. Divided functionalities for specific sensor nodes can save on
energy consumption. Message traffic from different sensors may be at
different rates, however, unbalanced traffic makes data routing more
challenging.

e Deployment of sensors relates to the topology and scalability of the sen-
sor network. The deployment can be either deterministic, where the sen-
sors are manually placed, or self-organizing, where the sensor nodes are
scattered randomly in an ad-hoc manner. The performance of sensor net-
work coverage is contributed to by the range and sensitivity of each
node, as well as the location and density of the collected nodes in the
given region. The redundancy strategy can be used to enhance overall
system lifetime. Support detectability can assist the enterprise to deter-
mine where to add or move nodes for maximized coverage.

e Because sensors and gateways can be mobile or stationary, network dy-
namics dictate the stability of the routing path, which eventually influ-
ences QoS (such as energy and bandwidth). Sensed events can be either
proactive or reactive, and either static or dynamic depending upon the
application. Without depending upon central control, self~-organized op-
eration can yield better situational awareness by adapting to changes in
the network topology, and even avoid failed nodes in the communication
paths.

e Networking can be either peer-to-peer or overlay; data delivery from sen-
sors to the sink node can be continuous, event-driven, query-driven, or
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hybrid. In an infrastructure-less network, preserving energy and main-
taining route stability are highly influenced by the data delivery methods.
The data transmission should meet the performance criteria in delay,
bandwidth, queuing, and accuracy for optimal QoS.

Data fusion aggregates the raw data from sensors and helps the sensor
network to reduce data redundancy for traffic optimization. Data aggre-
gation techniques can include suppression, basic mathematical calcula-
tions, noise reduction, or data combination. Data fusion improves context
awareness which in turn improves the adaptation and management in
network-centric operations. When a global identifier is not available, at-
tribute based naming is normally used for nodal coordination. Sensors
should reduce the amount of state maintained in the nodes and increase
localized operations to improve network-centricity.

Also in the aggregation process, the location information of sensors
(from Global Positioning System or GPS, for instance) typically provides
key data to the report. In the situation when GPS is not feasible due to
environmental or configuration constrains, alternate position synchroni-
zation such as collaborative detection should be included.

Service exposure is a measure of expected ability to monitor a target in
the sensor field. It is the integral of the sensing function on a path from
source node to the sink node. This requires complete synchronization
across different layers to impose multiple-access schedules; thus detected
events can be performed without ambiguity. Broadcasting capability in
the network should be considered in a transparent manner thus important
data can be broadcasted to all the sensor nodes.

Because networked sensors can be operating remotely, sensor nodes are
failure prone due to malfunction, destruction, depleted battery stores, and
human damage. Security and trust management in ubiquitous networks,
systems, and applications are essential for service assurance.

Energy management in network-centric applications is essential to the
durability of the services. As the transmission power of a wireless radio
is proportional to distance squared or even higher order in the presence of
obstacles, direct connection is preferable in sensors close to sink. In ran-
domly scattered networks, multi-hop routing is unavoidable with the
added price of overhead from topology management and medium access
control. With discrete power levels in sensors, a communication para-
digm sensitive to energy consumption and QoS is an essential require-
ment for an infrastructure-less service network.
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4.2 Wireless Sensor Network Architecture

In a sensing field where sensors are deployed in a functional group or do-
main group, introducing hierarchical architectures can provide common ab-
straction for sensor applications. While the control node, or gateway, can act
as a relay or entry point to a larger network and complicate the final network
plan, sensor deployment actually differs by grouping consideration.

The very nature of a wireless ad-hoc network is that its routers are free to
move randomly and organize themselves to form an arbitrary topology. One
of the connection options is called mesh network. The concept of a wireless
mesh network relies upon its capability to cooperatively communicate be-
tween massive amounts of individual wireless nodes. In a mesh network, all
nodes are connected to each other and form a fully connected network. It can
be decentralized with no central server for less scalable applications or cen-
tralized and controlled by a server for highly scalable applications. Both of
these two configurations are relatively inexpensive and very reliable. The
mesh networking technology can support either a part or the entire service
coverage of a sensor network deployment, regardless of the network archi-
tectures.

This section profiles three network architecture options: layered, clus-
tered, and tiered, and addresses their design considerations from functional
and operational perspectives [3].

4.2.1 Layered Architecture

©  Sensor node
D Gateway

g :n Coverage Area

~-

Figure 4.6. Layered architecture.
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Figure 4.6 portrays a layered architecture containing a single powerful
gateway and the layers of sensor nodes around it. The definition of a layer is
a group of nodes that has the same hop-count to the gateway. The gateway
acts as an access point to a larger network and can also be a data-gathering
and processing entity. The advantage of a layered architecture is that each
node is involved only in short-distance, low-power transmissions to nodes of
the neighboring layers.

This architecture has been used with in building wireless backbones and
in military sensor-based infrastructures.

4.2.2 Clustered Architecture

A clustered architecture organizes the sensors nodes into groups, each
governed by a cluster-head. The nodes in each cluster are involved in mes-
sage exchanges with their respective cluster-heads, and these heads send
messages to a sink node, which can be a gateway node or an application sta-
tion. Figure 4.7 depicts a clustered architecture where any message can reach
the sink node in at least two hops.

Clustered architecture is especially useful for sensor networks because it
provides a framework for data fusion, local decision-making, local control,
and energy savings. Location awareness using GPS and a longer-range radio
are two useful additions. During the process of distributed detection/
estimation and data fusion, the radio transmissions are among nodes
within a cluster, under the control of their affiliated cluster head. The data
gathered by all members of the cluster can be fused at the cluster-head, and
only the resulting information needs to be communicated to the gateway.
This feature distributes management responsibility from sink to cluster
heads.

Clustering provides a framework for resource management, including
support for intra-cluster channel access and power control as well as inter-
cluster routing and channel separation. The cluster maintenance can be fixed
or adaptive; for instance, the low-energy adaptive clustering hierarchy
(LEACH) assists this type of network to be self-organizing to ensure the
cluster formation and election of cluster-heads to be an autonomous, distrib-
uted process. Clustering can be extended to greater depths hierarchically as
shown in the following architecture.
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Figure 4.7. Cluster architecture.
4.2.3 Tired Architecture

Figure 4.8 shows a conceptual diagram of a three-tier sensor network.
The sensor clusters are responsible for the collaborative signal processing of
the observation and perform data reduction if appropriate. This processing
can include beam-forming, distributed detection/estimation, and data fusion.
One tier above the sensor clusters, the sensor networks are responsible for
relaying data and performing domain level control messages. The top level
sensor application networks are responsible for routing and disseminating
the information to other enterprise entities for information sharing.

Conceptually the sensor application networks are larger than the sensor
networks, because they include additional nodes such as data receiving users
and other data processing nodes. From an architecture perspective, a suc-
cessful integrated sensor cluster design should consider collaborative signal
processing at each sensor node, management of multiple hop networking,
synergy between the sensor requirements and communications performance
requirements, security to support resistance to jamming and reliability of
data, and balanced power distribution.
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Figure 4.8. Three conceptual tiers in a wireless sensor network.
4.3 Sensor Data and Communication Protocols

Mobile nodes in an ad-hoc network communicate with each other in a
peer-to-peer fashion that poses a challenge in data dissemination among the
mobile peers, each having limited transmission range and unpredictable mo-
bility. A network-centric operation requires the data dissemination to be
non-uniform and can be integrated into a new information management mid-
dleware for large scale sensor networks.

The routing architecture connects all the sensors as an interconnection
network between the router nodes. Sensor nodes transmit the messages to
their adjacent router nodes, and the message specifies whether it is to be
delivered to a specific node or a node group. A node along a path can mani-
pulate received data locally in accordance with the data contents. This
in-network processing can reduce communication while keeping higher level
semantic requirements. As the result, the data can be transformed or sup-
pressed before forwarding to the next hop. In the cases when a group of
nodes are addressed, multicasting data between specialized nodes of a cer-
tain type can be supported over the broadcast infrastructure. Once the mes-
sage reaches a router node reachable to the target destination, it is sent to the
destination node. Key architectural issues that support the enterprise services
include route discovery and maintenance, naming, and the packet forwarding
rules [4].

The spirit of network-centric services is its capability to collaborate in-
formation from many different sources and forms. In the following sections,
numerous sensor data and communication protocols will be discussed.
It includes traditional data-centric, event-triggered, location-based, QoS-
sensitive, and power-sensitive approaches. These approaches are not limited
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to MAC or network layers, with some of them designed for the application
layer. For the enterprise to establish a service-oriented framework, all these
implementations can serve as building-blocks offering data to support the
information management functions, which will be illustrated in the following
chapters.

4.3.1 Data Dissemination

A sink node sends queries to the managed regions and waits for replies
from sensors. In many configurations, the number of nodes deployed makes
the sensor network infeasible to assign global identifiers on the nodal basis.
Lack of global identification plus random deployment of sensor nodes often
prevent the nodes from making specific identification of their targets. As the
result, the network routing exploits the queries posed for specific data rather
than a particular sensor. This reveals the significance of aggregate data over
individual sensor nodes. Thereby, data is usually transmitted from all sensor
nodes within the deployment region with significant redundancy. The fol-
lowing subsections profile some popular routing designs based on data-
centric and address-centric schemes.

4.3.1.1 Flooding
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Figure 4.9. Flooding and its problems.

As shown in Figure 4.9(a), a sensor broadcasts messages to all of its
neighboring nodes in the flooding method. The neighbors in turn broadcast
to their neighbors and so on until the message is propagated to the destina-
tion or reaches the maximum number of hop limit. Because messages are
blindly broadcasted to the neighboring nodes, the knowledge of topology or
routing at each node is not necessary. Although flooding is very easy to
implement, it introduces two problems. Figure 4.9(b) depicts the first prob-
lem called implosion. Sensor node A starts by flooding its message to its
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neighbors B and C. The sink node D eventually receives the same message
twice. Duplicated messages arriving at the same node will result in a bottle-
neck at the sender. Figure 4.9(c) illustrates the data overlap problem where
two nodes sensing the same region send similar packets to the same
neighbor. These two cases demonstrate resource blindness by consuming a
large amount of energy without consideration for the energy constraints.

4.3.1.2 Gossiping

Gossiping is an enhanced version of flooding. It avoids the problem of im-
plosion by just sending messages to a randomly selected neighbors rather than
broadcasting. Each node forwards messages with some probability, therefore it
does not maintain routing or state info and the overhead is reduced. The frac-
tion of executions in which most nodes get the message depends on the gos-
siping probability and the topology of the network. However, this cause delays
in propagation of data through the nodes relating to flooding.

4.3.1.3 Directed Diffusion

Directed Diffusion queries the sensors in an on-demand basis by using a
naming scheme such as name, data type, time interval, duration, geographi-
cal area, and so forth to eliminate unnecessary operations of network layer
routing. As shown in Figure 4.10(a), the interest is disseminated by a sink to
correct area through its neighbors.
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Figure 4.10. Directed diffusion.

A gradient in directed diffusion is a reply link to a neighbor from which
the interest is received. A gradient is considered an established path where
events of interest will be delivered back to originating node. Interests and
data are propagated along routes with strong gradients. Gradient strength
depends on the quality of the routing path. The indicator is initially small
from source to sink and increased during reinforcement; good routes are in-
herently reinforced so the best path can be picked. The initial gradient estab-

lishment is depicted in Figure 4.10(b).
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Each node has the ability to do in-network data aggregation and combi-
nation based on the interest previously cached, shown in Figure 4.10(c).
Even though this method may require caching data on each node, it provides
good energy efficiency and low delay. Additionally, this neighbor-to-
neighbor mechanism can eliminate complicated global addressing. However,
this query-driven method is not idea for applications requiring continuous
data delivery or event-driven data because of the overhead from data match-
ing and queries.

4.3.1.4 Rumor Routing

When geographic routing criteria are not applicable to diffuse tasks, Di-
rected Diffusion floods the query to the entire network while Rumor Routing
provides a trade-off between query and event flooding. The Rumor Routing
algorithm employs long-lived packets, called agents. It is the agent which
propagates or floods the events to distant nodes. When a node detects an
event, it adds such an event to its local event table and generates an agent.
This idea is when a node receives a query it checks the local event table, and
replies with the source-to-destination path to the query originator.

Figure 4.11(a) shows a scenario when a query is originated from the
query source and searches for a path to the event. The nodes that know the
route can respond to the query by referring their local event tables. Because
Rumor Routing maintains only one path between source and destination, the
need for flooding the whole network can be avoided. Figure 4.11(b) illus-
trates when an agent prorogating the path to event 2 comes across a path to
event 1, the agent begins to propagate the aggregate path to both.
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Figure 4.11. Rumor routing.
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The advantages of Rumor Routing are its efficiency in handling a small
number of event failures, and energy savings by limiting event flooding. For
a large number of events, its drawback comes from the overhead to maintain
agents and the event table, in particular when there is not enough interest on
those events from the sink. The overhead can be managed by using tunable
parameters such as time-to-live for queries and agents. Poor configuration
may cause the nodes to make wrong observations and potentially worsen the
efficiency.

4.3.1.5 Sensor Protocols for Information via Negotiation

As the first data-centric protocol, Sensor Protocols for Information via
Negotiation (SPIN) utilizes data negotiation between nodes to eliminate re-
dundant data and save energy. To solve the classic problems of flooding
such as redundant information passing, overlapping of sensing areas, and
resource blindness, SPIN adopts high level descriptors or meta-data for ne-
gotiation.

Before transmission, meta-data is exchanged among sensors via a data
advertisement mechanism. As seen in Figure 4.12(a) through (c), upon re-
ceiving new events, node A advertises (with Advertise or Adv meta-data) it
to its neighbor B, node B issues a Request (Req) message to request specific
event, and node A replies with a Data message carrying the actual requested
data. Figure 4.12(d) through (f) illustrates the request is extended to inter-
ested neighbors with the same sequence of handshaking.
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Figure 4.12. SPIN.
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Because each node needs to know only the single-hop neighbors, topo-
logical changes can be localized. In comparison to flooding, SPIN halves the
redundant data thus makes the energy efficiency achievable. However, if the
source and destination nodes happen to be separated by the nodes that are
not interested in that data or not within the reachable distance, SPIN’s data
advertisement will not provide guaranteed delivery.

4.3.1.6 Energy-Aware Routing

Energy-aware routing conditionally uses a set of sub-optimal paths to in-
crease the lifetime of the network. Similar to the discovery process of Di-
rected Diffusion where data is sent through multiple paths, Energy-aware
routing selects a single path randomly from the multiple alternatives with
energy as the primary consideration. These paths are chosen by means of a
probability function reflecting energy consumption. The approach intends to
unload traffic from the constantly used or preferred paths even these paths
consume minimum energy. The philosophy is to balance the overall energy
sensibility so that the whole network lifetime increases.

This sub-optimal path approach may require complicated setup calcula-
tions involving the location and types of the nodes for address identification.
During the route maintenance, localized flooding is performed infrequently
to keep all the paths alive; this may hinder the ability of recovering from a
node or path failure as opposed to Directed Diffusion.

4.3.1.7 Gradient-Based Routing

Gradient-based routing (GBR) is a slightly changed version of Directed
Diffusion, it keeps the number of hops to the sink (called height of the node)
when an interest is diffused through the network. The difference between a
node’s height and its neighbor’s height is the gradient on that link. A packet
is forwarded on a link with the largest gradient; hence each node can com-
municate with the sink with the minimum number of hops. The application
of GBR with some auxiliary techniques such as data aggregation and traffic
spreading can balance the traffic uniformly over the network and eventually
increases the network lifetime. Three different data spreading techniques
have been proposed:

e Stochastic scheme chooses a node randomly when there are two or more
next hops with the same gradient.

e Energy-based scheme increases a node’s height when its energy level is
below a certain threshold in order to discourage data traffic to that node.

e Stream-based scheme increases a node’s height that is currently part of
other existing streams in order to divert new streams away.
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4.3.1.8 Constrained Anisotropic Diffusion Routing

Constrained anisotropic diffusion routing (CADR) is a general form of
Directed Diffusion. CADR activates only the sensors that are close to the
event of interest and dynamically adjusts data routes to maximize the infor-
mation gain and minimize the latency and bandwidth. Different from Di-
rected Diffusion, CADR measures information gain with standard estimation
theory in addition to the communication cost. Every node evaluates its in-
formation-and-cost objective and routes data in accordance with its local
information-and-cost gradient and application requirements. Thus it is more
energy efficient than Directed Diffusion.

43.1.9 COUGAR

COUGAR introduces a new query layer between the applications and the
sensor network. This layer uses declarative queries to abstract query process-
ing from the network functions and treats the network as a distributed
database system. In the gateway, a query plan specifies the data flow and
in-network computation for the incoming query, the relevant sensor nodes,
and a leader node. The leader node is selected to aggregate and transmit the
data to the sink node.

This data-centric approach provides in-network computation ability for
all the sensor nodes thus the energy efficiency can be ensured, especially in
large sensor deployments and complex data traffic flows.

The disadvantages of COUGAR are the overhead of the additional query
layer for energy consumption and storage, complexity of the synchronization
in network data computation, and dynamic maintenance of leader nodes to
prevent failure [5].

4.3.1.10 Active Query Forwarding in Sensor Networks

ACtive Query forwarding In sensoR nEtworks (ACQUIRE) also treats the
sensor network as a distributed database but with a more complex hierarchi-
cal query process. In this method, a sensor node receiving a query from the
sink tries to respond partially with its precached information and then for-
wards the information to a neighbor. If the precached information is neither
up-to-date nor satisfactory, this sensor node will try to update the informa-
tion from its neighbors. A tunable parameter representing look-ahead-hop
number is introduced. This parameter dictates how many hopes the sensor
can reach-out to refresh its information. Once the query is resolved, it is sent
back through either the reverse or shortest-path to the sink.

This data-centric approach is ideal for one-shot and complex queries for
response which may be provided by many nodes. ACQUIRE provides
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efficient querying by adjusting the value of the look-ahead-hop parameter.
However, if the parameter is equal to the network size, the traffic behaves
similar to flooding. On the other hand, the query has to travel more hops if
the setting is too small.

4.3.2 Hierarchical Protocols

Scalability is one of the important deployment considerations when mo-
bility or mission dynamic is a requirement in the sensor network. A single-
tier hierarchy is easy to manage but can introduce traffic and accessibility
problems with increasing sensor numbers. Overload from high-density nodes
within the same managed domain can cause major latency in message deliv-
ery. The single-gateway may not be economic to install with over-size com-
puting power to satisfy long-haul sensing coverage. For the sensor network
to cope with unpredicted load and without degrading the service, hierarchical
routings aim to arrange multiple clusters with domain-based data aggregation
and fusion. As seen in the following subsections, multi-hop communication
within a cluster is used to efficiently maintain overall energy reserves as well
as decrease the number of the total messages to the sink.

4.3.2.1 Low-Energy Adaptive Clustering Hierarchy

Low-energy adaptive clustering hierarchy (LEACH) is the first and one
of the most popular hierarchical routing approaches for sensor networks.
A sensor network can have multiple clusters, each has a cluster head. A
LEACH network is illustrated in Figure 4.13. The selection criteria of a clus-
ter head is determined by the strongest received signal strength. Each cluster
head maintains its transmission schedule and routers events to the sink.
Application-specific data processing such as data fusion and aggregation
are performed locally at the cluster head.

A LEACH network is capable of adaptive and self-configuring cluster
formation; cluster heads rotate randomly over time to balance the energy
dissipation of nodes. Because the network is completely distributed, there is
no need of global knowledge of the network. Additionally, the computing
process of each sensor node is relatively simple because of its local focus,
thus the lifetime of the network can be increased. The disadvantages of
LEACH are its overhead for dynamic clustering such as advertisements, and
single-hop routing within the cluster may not be applicable for networks in
large regions.
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Figure 4.13. LEACH.

4.3.2.2 Power-Efficient Gathering in Sensor Information Systems

Power-Efficient GAthering in Sensor Information Systems (PEGASIS)
improves the LEACH approach by forming chains from sensor nodes rather
than clusters. Each node transmits and receives from a neighbor and only
one node is selected from that chain to transmit to the sink. As depicted in
Figure 4.14, node n3 is the leader and it passes the token along the chain to
node n0. Node n0 passes the event to node nl; nl and n2 aggregate the event
and transmit it to node n3. After receiving the information, node n3 passes
the token to node n6, node n6 transmits its event to node n5, and n4 for fur-
ther aggregation. Node n3 waits to receive data from both neighbors and
then conducts final aggregation. Eventually, the data is aggregated in the
chain and sent to the sink node.
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Figure 4.14. PEGASIS.
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A PEGASIS network can outperform a LEACH network. Although
overhead from LEACH clustering can be reduced, PEGASIS still requires
dynamic topology adjustment and it can introduce significant overhead, es-
pecially for highly utilized networks. It can also introduce excessive delay
for distant nodes in the chain. In addition, the single leader can become a
bottleneck.

4.3.2.3 Threshold Sensitive Energy Efficient Protocols

Threshold sensitive Energy Efficient sensor Network protocol (TEEN) is
a hierarchical and data-centric approach designed for time-critical applica-
tions. The rule to form clusters is based on close nodes, and the hierarchical
grouping repeats on the next level until the sink node is reached. A sample
hierarchy is depicted in Figure 4.15, where five clusters form two-tier net-
work and connect to a sensor base station.

Upon the completion of network formation, the cluster head (or gateway
node) broadcasts two thresholds to the nodes. The “hard threshold” specifies
the minimum sensed attribute value that a sensor will trigger an event to the
cluster head. The “soft threshold” further qualifies the event based on the
attribute’s change amount; this can reduce the number of transmissions in
case changes in the sensed attribute are little or no change. This method is
not applicable for applications which need periodic reports.

The Adaptive Threshold sensitive Energy Efficient sensor Network proto-
col (APTEEN) is an extension to TEEN. APTEEN extends the event trigger
criteria to cover both capturing periodic data and reacting to time-critical
events. This is accomplished by broadcasting more information from the
cluster heads (gateways) to all nodes; the message includes the attributes,
the threshold values, and the transmission schedule. Cluster heads perform
data aggregation to save energy and support three different query types: the
historical type query is to analyze past data values, the one-time query is to
take a snapshot of the network measurement, and persistent query is to
monitor an event for a period of time.

Figure 4.15 depicts the architecture of TEEN and APTEEN.

The main drawbacks of the two approaches are the overhead and com-
plexity of forming clusters in multiple levels, implementing threshold-based
functions and dealing with attribute-based naming of queries.
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4.3.2.4 Energy-Aware Routing for Cluster-Based Sensor Networks

The energy-aware routing for cluster-based sensor networks is based on a
three-tier architecture. This approach assumes that sensors are grouped into
clusters prior to network operation, and the cluster heads (gateways) are less
energy constrained and know the location of the sensors. Gateways maintain
the states of the sensors and set up multi-hop routes for collecting sensing
data. A TDMA based MAC is used for nodes to send data to the gateway
and controlled by the gateway. The sink node communicates only with the
gateways. The sensing and processing circuits are assumed to be capable of
operating in an active mode or a low-power stand-by mode. Both the radio
transmitter and receiver can be independently turned on and off. This ap-
proach can achieve higher scores in energy consumption, delay optimization,
and throughput than the non-energy sensitive protocols.

4.3.3 Location-Based Protocols

Because sensors are spatially deployed in a region, location information
can assist sensor nodes in determining the distance to their neighbors. Loca-
tion of a node can be determined by using GPS, trilateration via ultrasonic,
or beacons. Such information allows a sensor node to estimate energy con-
sumption of communication paths and potentially assist the node to calculate
the most energy-effective route to its target nodes. For the coverage areas
that are not in immediate need, certain sensor nodes can be temporarily inac-
tive to save energy in accordance with their location information. Further-
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more, the location of sensors can help the sensor application to determine
where and when to diffuse data. The appropriate level of data fusion in a
well-designed coverage domain not only improves the performance of traffic
but also streamlines the data query process.

4.3.3.1 Minimum Energy Communication Network

Minimum energy communication network (MECN) uses low power GPS
to establish and maintain a minimum energy network. This approach self-
configures a minimum power topology which will have less numbers of
nodes and require less power for transmission between any two nodes.
MECN assumes a master-site as the information-sink and identifies a relay
region for every node. The relay region consists of nodes in a surrounding
area where transmitting through those nodes is more energy efficient than
direct transmission. The network is dynamically adaptive for minimum
power paths globally without considering all the nodes. This is performed
using a localized search for each node considering its relay region. This
method performs well in stationary nodes.

4.3.3.2 Small Minimum Energy Communication Network

Small minimum energy communication network (SMECN) is an energy
efficient enhancement of MECN. In MECN, it is assumed that broadcasting
is allowed, which is not possible every time. In SMECN possible obstacles
between any pair of nodes are considered.

However, the network is still assumed to be fully connected as in the case
of MECN. The sub-network constructed by SMECN for minimum energy
relaying is provably smaller (in terms of number of edges) than the one con-
structed in MECN if broadcasts are able to reach to all nodes in a circular
region around the broadcaster. As a result, there are fewer hops per transmis-
sion and fewer maintenance costs of links. However, finding a sub-network
with a smaller number of edges introduces more overhead in the algorithm.

4.3.3.3 Geographic Adaptive Fidelity

Geographic adaptive fidelity (GAF) is an energy-aware location-based
routing algorithm. It conserves energy by turning off unnecessary nodes in
the network without affecting the level of routing fidelity. It forms a virtual
grid for the covered area. Each node uses its GPS-indicated location to asso-
ciate itself with a point in the virtual grid. Nodes associated with the same
point on the grid are considered equivalent in terms of the cost of packet
routing. Such equivalence is exploited in keeping some nodes located in a
particular grid area in sleeping state in order to save energy. Nodes change
state from sleeping to active in turn so that the load is balanced. There are
three states defined in GAF. These states are discovery, for determining the
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neighbors in the grid, active reflecting participation in routing, and sleep
when the radio is turned off. The state transitions in GAF are depicted in
Figure 4.16.

GAF can substantially increase the network lifetime as the number of
nodes increases. This approach performs well in handling mobility, latency,
and packet loss.
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Figure 4.16. GAF.
4.3.3.4 Geographic and Energy Aware Routing

Geographic and energy aware routing (GEAR) uses energy aware and
geographically informed neighbor selection heuristics to route a packet to-
wards the target region. This method is the same as Directed Diffusion but
restricts the number of interested nodes by region, rather than sending the
interests to the whole network. GEAR compliments Directed Diffusion in
this way and thus conserves more energy.

In GEAR, each node keeps an estimated cost and a learning cost of
reaching the destination through its neighbors. The estimated cost is a com-
bination of residual energy and distance to destination. The learned cost is a
refinement of the estimated cost that accounts for routing around holes in the
network. If all nodes have at least one closer neighbor to the target region,
the estimated cost is equal to the learned cost. The learned cost is propagated
one hop back every time a packet reaches the destination so that route setup
for next packet will be adjusted.

4.3.4 QoS-Based Protocols

QoS-aware methods consider end-to-end delay requirements while set-
ting up the paths in the sensor network. The considerations of a link per-
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formance include the energy level, traffic patterns, connectivity, and so forth.
The end-to-end awareness may require more nodal level knowledge about
its neighbor nodes and their relationships with the sink.

4.3.4.1 Maximum Lifetime Energy Routing

Maximum lifetime energy routing (MLER) intends to maximize the feasi-
ble time the network lasts. It measures link cost based on the network flow
as a function of node remaining energy and the required transmission en-
ergy. The traffic distribution information assists the node to identify the least
cost path whose residual energy is largest among all the paths. The absolute
residual energy is calculated with minimum transmitted energy (MTE) algo-
rithm. The Bellman-Ford shortest path algorithm is used to calculate the
least link (path) cost to the sink. This approach can optimize the traffic dis-
tribution based on the existing network flow plus the relative residual energy
that reflect the forecasted energy consumption rate.

4.3.4.2 Maximum Lifetime Data Gathering

Maximum lifetime data aggregation (MLDA) and maximum lifetime data
routing (MLDR) intend to maximize data aggregation and lifetime data rout-
ing based on a polynomial time algorithm. The MLDR is used whenever the
data aggregation is not possible and the network flow is a concern, e.g.,
steams from video sensors.

The data-gathering schedule specifies how to collect and route data to the
sink. A schedule is represented as one tree for each round where the sink is
the root and spans all the nodes. The number of rounds or periodic data read-
ings from sensors without exhausting any single node is called the /ifetime of
the system. The ability to maximize the lifetime of the system depends upon
the duration for which the schedule remains valid. The result of this method
is a schedule plan called optimal admissible flow network. Both MLDA and
MLDR are computationally expensive for very large sensor networks, thus a
cluster-based enhancement can assist their scalability.

4.3.4.3 Minimum Cost Forwarding

Minimum cost forwarding (MCF) uses a back-off based algorithm to
identify the minimum cost path in a large sensor network. This method is
simple and scalable as it limits the number of messages exchanged. There
are two phases in the protocol.

In the setup phase, the sink diffuses through the network for setting the
cost value in all nodes. In the predetermined period, the nodes wait for the
message with minimum cost to arrive. The cost function in the algorithm
captures the effect of delay, throughput and energy consumption and identi-
fies optimal cost of any node to the sink with only one message at each node.
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As the result, this method does not require addressing or forwarding paths;
next-hop states for the nodes can be eliminated.

In the data collection phase, the source broadcasts the event to its direct
neighbors. The receiving nodes determine whether to forward or drop the
event based on the transmission cost calculation. Data flows over the mini-
mum cost path and the resources on the nodes are updated after each flow.
Optimal forwarding can be achieved with a minimum number of advertise-
ment messages.

4.3.44 Sequential Assignment Routing

Sequential assignment routing (SAR) is the first protocol in the sensor
application with the notion of QoS in its routing decisions to achieve energy
efficiency and fault tolerance. SAR uses trees to manage the paths from sink
to sensors. Multiple table-driven trees are created where the root of each tree
is a one-hop neighbor of the sink. Thus, SAR maintains multiple paths from
nodes to sink. The information with respect to QoS, energy resource, and
packet priority level are incorporated within the management trees in order
to assist path selection. Path or node failure is recovered locally by enforcing
routing table consistency between upstream and downstream nodes on each
path automatically. SAR offers more effective power consumption than the
typical minimum-energy metric algorithm because of the additional consid-
eration of packet priority.

The advantages of fault-tolerance and easy recovery offset the overhead
of maintaining the tables and states at each sensor node, especially when the
number of nodes is huge.

4.3.4.5 Energy-Aware QoS Routing Protocol

Energy-Aware QoS Routing Protocol identifies a least cost and energy
efficient path that meets certain end-to-end delay requirements. The link cost
measurement is a function of nodal energy reserve, transmission energy, er-
ror rate and other communication parameters. Figure 4.17 depicts the class-
based queuing model; it resides in all the router nodes to support both best
effort and real-time traffic simultaneously.

A bandwidth ratio parameter with an initial value is used by the gateway
to manage traffic flow. This parameter dictates the amount of bandwidth
dedicated to the real-time and non-real-time traffic on an outbound link in
case of congestion. Consequentially, the throughput for normal data cannot
be influenced by this parameter. This protocol uses an extended version of
Dijkstra algorithm to select a path from the candidate list which meets the
end-to-end delay requirement.

The problem of the basic EAQR is lack of flexibility to adjust the ratio
parameters for different links. An enhancement was made later to provide
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configurable parameter for each node in order to achieve a better utilization
of the links.
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Figure 4.17. Queuing model in Energy-Aware QoS Routing Protocol.

4.3.4.6 SPEED

SPEED is a QoS routing protocol that provides soft real-time end-to-end
guarantees. It intends to assure predicable end-to-end delay for the packets.
The admission decision for routing is made with the consideration of the
distance to the sink and the speed of the packet, called stateless non-
deterministic geographic forwarding (SNGF). This protocol requires each
node to maintain information about its neighbors and uses geographic for-
warding to find the paths. SNGF works with four other modules at the net-
work layer, as shown in Figure 4.18. From the left upper corner, the Beacon
Exchange module collects information about the nodes and their location.
The backpressure-rerouting module is used to prevent the cases such as
when a node fails to find a next hop node, or the congestion caused by the
source node to receive back its messages. In either case the module will pur-
sue new routes. The Neighborhood Feedback Loop module gathers the miss
ratios from its neighbors to evaluate if the neighbors can in fact meet the
desired speed. This measurement is provided to SNGF for the decision of
whether the relay ratio is acceptable or the packet should be dropped. Delay
estimation calculates the elapsed time based on the reception of an ACK
from a neighbor. The delay values can assist the SNGF to select the node
which meets the speed requirement. With such complexity, SPEED can pro-
vide congestion avoidance.
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4.3.5 Wireless Network Addressing Issues and Approaches

For effective sensor communication, especially in the area of broadcast-
ing, addressing is one of the most important issues.

The address-free service layer does not identify nodes directly; implicit
naming schemes through flooding, collection routing, dissemination, and
aggregation can ensure data delivery. Although these methods may include
names to refer to data items, such as sequence numbers or dispatch identifi-
ers, the actual routing occurs at the underlying protocols where basic topol-
ogy (e.g., tree or direct neighboring) encapsulates this naming and hides it
from applications [4].

The name-based service layer encompasses multi-hop communication
based on destination identifiers. Both of the broadcast and dissemination
protocols in this category rely on implicit naming provided by local connec-
tivity. This includes approaches such as geographic routing, logical coordi-
nate routing, as well as more abstract and flexible naming schemes such as
directed diffusion, which use data identifiers. In most cases such functions
rely on the underlying (e.g., MAC layers) support to provide an efficient
local broadcast primitive [6].

Regardless of whether it is an address-free or name-based service, net-
work addressing is a critical issue for effective network communication. In a
cluster hierarchy, for instance, all member nodes plus the non-member one-
hop neighbors of all member nodes in a cluster are deemed necessary to
have distinct addresses. The scheme of dynamic addresses assignment re-
quires the same addresses to be reused. Since the network has to remain op-
erational, address assignment must acquire a valid address and tracks the
topology changes in a near real time.

The transport layer identifications such as IP addressing utilize global
unique addresses. However, the limited IP4 addresses and frequent discon-
nections and reconnections in an ad-hoc network presents a change of physi-
cal address identification. Allocating and keeping track of IP addresses can
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be a cumbersome task; furthermore, many addresses may be wasted as a re-
sult of network planning for mid- to large size sensor networks. When ab-
straction is needed for ease of application management, an external directory
to map logical identity to physical address may be needed to manage the
global addresses. Such an external directory will introduce dependence and
centralization challenges in the areas of scalability and robustness [7,8].
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Figure 4.19. Sensor addressing in a cluster network.

The MAC layer may be a more effective alternate solution because a sen-
sor network in essence requires only local unique addresses. It can be more
feasible to achieve a self-contained directory in a self-organizing fashion
with self-healing properties at the link layer. However, MAC addresses iden-
tify the target node at the hop level; its functionality is restricted to the
node’s direct neighbors. Random identifiers cannot serve the purpose of
MAC addresses, as they do not guarantee the absence of collisions.

Alternatively, application attributes such as location can be used directly
by the routing protocol instead of a network address. The reason is that
common attributes can be encoded in only a few bits. This will be a great
advantage to compact the packet payload.

Careful spatial reuse greatly reduces the number of distinct addresses,
which can therefore represented by a smaller number of bits. As shown in
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Figure 4.19, the payload for a message should have a network address for
intra-cluster, inter-cluster, and next-hop communications.

4.4 Wireless Sensor Network Standards

The special features of wireless sensor networks rest on their low cost
and distribution in large numbers. Standardization can assist different ven-
dors to improve interoperability with other sensors to expand the applica-
tions and eventually drive down the costs of design and manufacture. Four
distinguished examples of these standardization efforts are the IEEE
802.15.4 Low Rate WPAN, ZigBee, Wibree, and the IEEE 1451.5 Wireless
Smart Transducer Interface standard. Figure 4.20 depicts a traditional view
of the sensor network protocol stack. The vertical layers of the brick chart
represent the integration aspects which are essential to a network-centric
system.
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Figure 4.20. Sensor network and service layers.
4.4.1 The IEEE 802.15.4 Low-Rate WPAN

The IEEE 802.15.4 standard specifies the physical (PHY) and MAC lay-
ers at the industrial, scientific and medical (ISM) bands for low power, low
data, high density, and with fixed or moving devices in the personal operat-
ing space (POS) of 10 m. The purpose of the specification is to provide ultra
low complexity, ultra low cost, ultra low power consumption and low data
rate wireless connectivity among inexpensive devices. The raw data rate will
be high enough to satisfy a set of simple needs such as interactive toys, but
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scaleable down to the needs of sensor and automation needs for wireless
communications. The protocol hierarchy of the standard is portrayed in Fig-
ure 4.21 [9].

The IEEE 802.15.4 standard supports both star and peer-to-peer connec-
tions, and is therefore able to support a wide variety of network topologies
and routing algorithms. These applications vary from those requiring high
data throughput and relatively low message latency, such as wireless key-
boards, mice, and joysticks, to those requiring very low throughput and able
to tolerate significant message latency, such as intelligent agriculture and
environmental sensing applications. When security is used, the AES-128
security suite is required.
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Figure 4.21. IEEE 802.15.4.

The air interface is Direct Sequence Spread Spectrum (DSSS) using bi-
nary phase shift keying (BPSK) for 868.0-868.6 MHz (for Europe) and 902—
928MHz (for much of the Americas and the Pacific Rim), and offset quadra-
ture phase shift keying (O-QPSK) with half-sine pulse shaping for 2.400-
2.485 GHz (substantially worldwide).

At the MAC layer, CSMA mechanism with Collision Avoidance (CSMA-
CA) provides reliable communications between a node and its immediate
neighbors. It also supports beacons and synchronization to improve commu-
nications efficiency. The beacon is followed by a contention access period
(CAP) and thus allows optimum trade-off between message latency and net-
work node power consumption for each application. A “battery life exten-
sion” mode is also available that limits the CAP to a fixed time of
approximately 2 ms. The IEEE 802.15.4 MAC handles network association
and disassociation, has an optional super-frame structure with beacons for
time synchronization, and a guaranteed time slot (GTS) mechanism for high
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priority communications. The IEEE 802.15.4 standard uses long beacon pe-
riods and the battery life extension mode for power management, addition-
ally the active period of a beaconing node can be reduced (by powers of
two), allowing the node to sleep between beacons. The MAC layer also
manages packing data into frames prior to transmission, and then unpacking
received packets and checking them for errors.

The PHY includes receiver energy detection (ED), link quality indication
(LQI) and clear channel assessment (CCA). Both contention-based and con-
tention-free channel access methods are supported. The standard has a both
16-bit address field as well as with 64-bit extended addresses. Message
transmission can be optionally acknowledged for reliable communication.

A LQI byte is attached to each received frame by the physical layer be-
fore it is sent to the MAC layer. This optional control byte contains useful
values for designers or service managers. A LQI can carry information about
channel impairment for dynamic channel selection, transmitter power con-
trol, relative location determination, or routing decision based only on link
quality. This enables both received signal strength indication (RSSI) and
correlation-based signal quality estimators to be used.

To maximize the utility of the standard, the IEEE 802.15.4 task group de-
fined three types of network node functionality, namely:

e PAN coordinator initiates the network and is the primary controller of
the network. It contains routing information may transmit beacons to any
device in range. It is classified as full function device (FFD).

e Coordinator transmits beacons and can communicate directly with any
device in range. It may become a PAN coordinator if it should start a
new network. It is also classified as a FFD.

e Device does not transmit beacon and can directly communicate only with
a coordinator or PAN coordinator. It is classified as reduced function de-
vice (RFD). It must be as inexpensive to produce as possible, is likely to
be battery-powered, and has very limited functional requirements, need-
ing to communicate only with a FFD.

In the star network, the master device is the PAN coordinator (an FFD),
and the other network nodes may either FFDs or RFDs. In the peer-to-peer
network, FFDs are used, one of which is the PAN coordinator. RFDs may be
used in a peer-to-peer network, but they can only communicate with a single
FFD belonging to the network, and so do not have true “peer-to-peer” com-
munication.

4.4.2 ZigBee

Because the IEEE 802.15.4 does not standardize the network, transport,
and application layers, ZigBee Alliance was formed to assure interoperability
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between devices operating the IEEE 802.15.4 standard. In addition to the
creation of higher layer specifications, the ZigBee Alliance is also the mar-
keting and compliance arm of IEEE 802.15.4 — similar to the relationship
between the Wi-Fi Alliance and the IEEE 802.11 WLAN standard [10].

ZigBee defines the network (NWK), security, and application layers
upon the IEEE 802.15.4 PHY and MAC layers, and also provides interop-
erability and conformance testing specifications. Table 4.2 compares Zigbee
wireless technologies with Wi-Fi and Bluetooth technologies. ZigBee stan-
dard provides the following features:

e Providing low power consumption thus can be last for month or years.
Unlike Bluetooth, ZigBee has only active or sleep states for transmission
and reception, this simplify the implementation of power management.

e Allowing for inherent configuration and redundancy, thus offers low de-
vice cost, low installation cost, and low maintenance.

e Allowing high density of nodes per network, a critical benefit for mas-
sive sensor arrays and control networks.

e Offering simple protocol, about 1/4th of Bluetooth’s or 802.11’s, advan-
tages on cost, interoperability, and maintenance.

Table 4.2. Comparison of Wireless Technologies.

Wi-Fi Bluetooth ZigBee

Frequency bands 2.4 GHz 2.4 GHz 2.4 GHz
868/915 MHz

Stack size ~1 Mb ~1 Mb ~20 kb

Raw data rate 11 Mbps 1 Mbps 250 kbps (2.4 GHz), 40 kbps
(915 MHz), 20 kbps (868
MHz)

Number of chan-  11-14 79 16(2.4 GHz),10015 MHz),

nels 1(868 MHz)

Data types Digital Digital, audio Digital, key-value pairs

Inter-node range 100 m 10—100 m 10—100 m

Number of de- 32 8 255/65535

vices

Power require- Medium-hours on Medium-days on one Very low-years on one battery
ment one battery battery

Current market High Medium None

penetration

Architecture Star Star Star, tree, cluster

Best applications  Internet inside Computer and phone Low-cost control and monitor-

building

peripherals

ing
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Table 4.2 compares ZigBee protocol with Wi-Fi and Bluetooth. Note that
these three protocols are very similar in architecture but target different im-
plementation and application considerations.
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Figure 4.22. Zigbee layers.

Figure 4.22 illustrates four Zigbee related layers upon the IEEE 802.15.4.

The Zigbee network layer handles network configuration, neighboring
device discovery, routing map building, routing and multi-hop capability,
and supports three networking topologies: Star, mesh (peer-to-peer) and
cluster-tree (hybrid star/mesh), as showed in Figure 4.23. Zigbee-enabled
products will be based on physical (full function device and reduced func-
tion device), logical (coordinator, router and end device) and application
(application profile) device types. PAN coordinator uses the NWK layer to
start a new network and assign network addresses to new devices when they
join the network for the first time. Perhaps the most straightforward way to
think of the ZigBee routing algorithm is as a hierarchical routing strategy
with table-driven optimizations applied where possible.

ZigBee Device Object (ZDO) is responsible for overall device manage-
ment as well as security keys and policies. The ZDO is like a special appli-
cation object and resides on all ZigBee nodes. ZDO has its own profile
called ZigBee Device Profile (ZDP); it contains the services for device dis-
covery, etc. and serves as an access points to the upper applications. As
shown in the figure, ZigBee application may add an application object to a
ZigBee stack by direct call to the ZDO or through the application support
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layer (APS) in order to access other ZigBee devices on the network or ser-
vices such as binding, security, or network settings. The ZDO dictates the
security policies and configurations implemented by the security services.
Applications should negotiate with the ZDO to specify the security settings
required for the ZigBee stack.

The APS routes messages on the network to the different application end
points running on the node. This includes maintaining the binding tables and
forwarding messages between bound devices. Another responsibility of the
APS is discovery, which is to identify the role of the device within the net-
work (e.g., ZigBee coordinator or end device). APS initiates and/or responds
to binding requests and establishing a secure relationship between network
devices.

The Security Services are about providing security services for establish-
ing and exchanging security keys, and using these keys to secure the com-
munications. At the MAC layer, ZigBee uses the Advanced Encryption
Standard (AES) as its core cryptographic algorithm for single-hop security
processing. For multi-hop message transmission, ZigBee relies upon upper
layers (as shown in Figure 4.22, NWK, ZDO, or APS layers) to set up the
keys, determine the security levels to use, and control the security process-
ing.

The Applications Object is a software component or an application build-
ing block at an end point, which achieves what the device is designed to do.

r I

G Full Function Device

Star Topology E PAN Coordinator

[:::] Reduced Function Device

Peer to Peer Topology Cluster Tree Topology

Figure 4.23. Possible Zigbee network topology configurations.
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4.4.3 Nokia Wibree

Wibree is the first open technology offering connectivity between mobile
devices or Personal Computers, and small, button cell battery power devices
such as watches, wireless keyboards, toys and sports sensors. Its radio tech-
nology enables smaller and less costly implementations and being easy to
integrate with Bluetooth solutions. It can be used in conventional mobile
phones as well as emerging wireless markets, such as watches. It is per-
ceived as a complement to Bluetooth [11-13].

CSR, Broadcom, Epson, Nokia, and Nordic Semiconductor jointly an-
nounced the specification will be used to transmit data at 1-megabit rates
across short distances of up to 10 m, and that it will use about a tenth the
power of Bluetooth. Wibree operates in 2.4 GHz ISM band with physical
layer bit rate of 1 Mbps and provides link distance of 5-10 m. It is the first
wireless technology to solve the following needs in a single solution:

o Ultra low peak, average, and idle mode power consumption
Ultra low cost and small size for accessories and human interface devices
(HID)
Minimal cost and size addition to mobile phones and PCs
Global, intuitive and secure multi-vendor interoperability

When smart-home-applications were factored in — using a mobile phone
as a short-range control for lights and other devices. A hybrid Wibree/
Bluetooth radio can extend the duration of the radio by using the radio in
very short bursts; such applications can be very useful in medical devices.

Wibree device architecture has two equally important implementation
alternatives, namely dual mode and stand-alone. In the dual-mode imple-
mentation the Wibree functionality is an add-on feature inside Bluetooth
circuitry, sharing a great deal of existing functionality, resulting in a minimal
cost increase compared to existing products. The dual modes are targeted at
mobile phones, multimedia computers and PCs. The stand-alone implemen-
tations are power and cost optimized designs targeted at, for example, sport,
wellness, and human HID product categories.

The Wibree link layer provides ultra low power idle mode operation,
simple device discovery and reliable point-to-multipoint data transfer with
advanced power-save and encryption functionalities. The link layer provides
means to schedule Wibree traffic in between Bluetooth transmissions. In the
first phase Wibree provides sensor, HID and watch user interface profiles.
There is some overlap with other standards, as it has the same range as Blue-
tooth, and is ultra-low power like ZigBee in devices powered by small bat-
teries that have to last a long time, such as wireless mice and keyboards.
Wibree is for more sporadic transmission of small amounts of data.
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4.4.4 THE IEEE 1451.5 Wireless Transducer Interface Standard

The development of IEEE 1451 “smart sensors” is developed by the
IEEE and the National Institute of Standards and Technology, a division of
the U.S. Department of Commerce, to address the issue of transducer com-
patibility. This suite of interface defines a smart transducer interface which
provides a unified communication protocol for a smart transducer interface
[14,15].

IEEE 1451.2 defines a standard transducer electronic data sheet (TEDS)
to facilitate the use of smart sensors by standardizing the interface between
the sensors and the network capable application processor (NCAP). Figure
4.24 depicts the relationships of NCAP, TEDS, and the smart transducer
interface module (STIM). NCAP is the protocol-handling processor between
the sensor and the network. TEDS provides the transducers a means to de-
lineate themselves (e.g., parameters associated with the transducer) to meas-
urement systems, control systems, and any device on the network. IEEE
1451.3 specifies the protocols and architectures associated with a distributed
multi-drop transducer bus via a single NCAP. IEEE 1451.4 adds analog
transducers to the existing digital signaling interface.
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Figure 4.24. IEEE 1451 specifications.

The goal of IEEE 1451.5 is to provide reliable wireless communications
between STIMs and NCAP to replace the existing transducer independent
interface (TIl) for wireless networks. The specification includes auto-
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configuration, session management, data transfer, and reliable multicasting
and/or broadcasting. The following table (Table 4.3) summarizes the differ-
ence between TII and IEEE 1451.5.

Table 4.3. Difference between TII and P1451.5.

Transducer Indep. Interface Wireless Interface (P1451.5)
Association (NCAP-to-  One-to-one (physical) One-to-many (logical)
STIM)
Addressing (in module level)  No Yes
Channel reliability High Low
Power supply Mains powered Battery powered
Transmission mechanism Bit level Packet level
Sleeping mode No Yes
Bandwidth No constrain Limited

As shown in Figure 4.25, the scope of IEEE 1451.5 is to define the link
adaptation and management (LAM) Layer between the application layer and
the underlying wireless IEEE MAC layers, including 802.15.4 and 802.11
families.

r N

IEEE 1451.5

Figure 4.25. IEEE 1451.5 LAM.

Supporting “plug and play” configuration of the network the LAM man-
agement services include NCAP Startup, STIM Startup and Addressing,
Service Discovery, STIM Disassociation/Detach, STIM Orphan, Unexpected
STIM Detach, and Dynamic Channel Adaptation.
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The LAM data service has four major areas, they are:

o Data Transmission Mechanism: Star topology network with centralized
control at the coordinator. The superframe structure supports both con-
tention-based and contention-free medium access, with Beacon based
channel synchronization mechanism.

o Application Functions Supported: From P1451.2 standard, it covers func-
tional Addressing and channel Addressing, data Transport to the STIM,
global or channel triggering, Interrupts (masks, status registers), STIM or
channel control, and optional functionality such as self-calibration. From
P1451.3, standard, it supports multiple STIMs.

o Data Scheduling: packet pending queue (PPQ) for NCAP to send data to
more than seven STIMs. Differentiated Services to three priority level
(high, medium, and low). Data Aggregation to consolidate packets from
NCAP to the same STIM.

e Reliable Broadcasting/Multicasting: NCAP sending global triggers, con-
trols and commands to all/multiple STIMs. NCAP sending reprogram-
ming files to all/multiple STIMs.

In comparison of LAM and ZigBee, IEEE 1451.5 supports multiple
MAC (e.g., IEEE 802.11 and 802.15.4), reliable end-to-end transmission,
reliable broadcast/multicast support, data aggregation, differentiated service,
and sleeping mode that are lacking in ZigBee.

4.5 SoS Views of Wireless Sensor Networks

One novel aspect of the network-centric sensor network solution is the
concept of cross-layer services. The services cut across layers or arise within
multiple layers providing different “service elements” to support on-demand
queries from different enterprise applications. Instead of being fully encap-
sulated at one layer, only visible to the layers above and below, this cross-
layer operational environment is accessible to all the layers in the solution.
To accomplish this business goal, many technologies and methods are re-
quired in order to formulate a seamless computing and management frame-
work. Figure 4.26 demonstrates a high level functionalities and hierarchy of
an enterprise-grade sensor application.

In this section, the SoS functionalities required for supporting sophisti-
cated sensor networking are addressed. Bear in mind, not all the subjects
covered in the section are necessary. The enterprise should carefully exam in
the pros and cons of the delineated methodologies and chose the most ap-
propriate ones sufficient for their implementations.
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Figure 4.26. High level functionalities and hierarchy of sensor application.
4.5.1 Power Management

As stated in the earlier section, radio hardware in sensor nodes usually
have limited bandwidth, memory, and processing capabilities; the placement
of sensor nodes into a monitored area so that the full coverage is achieved
with minimal energy consumption is critical to success of the enterprise’s
business operations. System designer should consider energy consumption
from other sources such as computation or mobility requirements in addition
to the known source from a wireless interface communication [16]. Energy
efficiency can also be improved in the software or protocols such as MAC,
routing, topology management protocols, and in-network processing. It is
where network-centric concepts can assist the collaboration between sensor
service attributes such as higher tolerance to latency, low sampling rates, and
shorter the transmit distance to recognize the power efficiency. Figure 4.27
depicts the operational concept of sensor energy management, where the
sensor node switches between wake and dormant states depending upon the
application needs [17].

4.5.1.1 Node Level Power Management

Power conservation can be managed at local level. The power consump-
tion level can be affected by operational configurations such as transmission
frequency, node activation cycle, data polling, data sampling frequency,
transmission range, and node mobility [18]. The energy efficiencies in hard-
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ware can be determined at microcontroller, radio, signal processing, sensors,
and power supply [19].

At the communication protocol level, the power management is possible
by adjusting the duty cycles of nodes in accordance with the changing work-
load. The duty-cycling between active and low power modes for the purpose
of performance/power scaling as the power consumption of low power mode
is negligible. For instance, the contention based MAC protocols require the
neighboring nodes periodically exchange their listen schedules through a
signaling channel to coordinate listen/sleep cycles. The TDMA based MAC
protocols posses natural idle times built into their schedules thus they do not
have to keep the radio on to detect contention and avoid collisions.

A more sophisticated method such as dynamic voltage scaling, the radio
can learn the energy profile at run time, adapt the power consumption level,
and fine-tune the power scaling behavior for better battery efficiency., Pre-
diction filters (e.g., Exponentially Weighted Moving Average or EWMA) can
be added in a stable monitoring environment to predict the energy availabil-
ity in the near future.

4.5.1.2 Network Level Power Management
The network level power management concerns how the network as a
whole can be power managed to address the spatial variations.
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Figure 4.27. Sensor application concept of operations.

Because the energy cost of the radio’s idle mode differs little from the re-
ceive mode the radio must actually be turned off. The sensor network must
coordinate the sleep schedules of different nodes and maintain sufficient
QoS such as end-to-end communication delays. To save energy while dis-
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covering contacts, a radio has three power management modes: search, con-
tact, and dormant modes. In the search mode, the radio wakes up periodi-
cally to discover a contact. This period is called a wake-up interval. In the
contact mode, the radio stays awake to exchange messages with other nodes
that it previously discovered in the search mode. In the dormant mode, the
radio is not used and remains asleep, as shown in Figure 4.27.

It is assumed that contacts must be discovered by one or both radios of
the nodes. To discover contacts, a radio broadcasts messages called beacons
periodically. To conserve power, a node can opt to use only one long-range
radio with periodical sleeps and wakes while discovering contacts. A more
complex and effective option is to use multiple radios or radio channels for
power management, where low-power radios with more frequent wake-up
interval are for discovering contacts, and high-power radios are for data ex-
changes. If a low-power radio detects a contact, it wakes up the high-power
radio, which then enters the contact mode. Meanwhile the low-power radio
continues to search for other contacts. The high-power radio can also be
awaked by the application messages from other high-power radio directly; it
stays awake until the beacons indicate that the contact is ended. The indica-
tion can be derived by not receiving a certain number of beacons consecu-
tively from the source node. In this case, the high-power radio returns to the
dormant mode. Metrics such as normalized energy consumption across a
subnet and delivery ratio from successful delivered messages to the total
number of generated messages can be used to fine tune wake-up interval.

Topology management approaches exploit redundancy to conserve
energy in high-density networks. Simple methods of conserving energy can
be accomplished by only powering on a component when it is needed. More
advanced methods can balance the immediacy of action for urgent messages
versus queuing data for later transmission [18]. Redundant nodes from a
routing perspective are detected and deactivated. Examples of these ap-
proaches are GAF and SPAN. More application specific management coor-
dination is preferable. Centralized energy management uses cluster-heads to
manage CPU and radio consumption within a cluster. Centralized solutions
usually do not scale well because inter-cluster communication and interfer-
ence is hard to manage. Self-organization is non-hierarchical and avoids
clusters altogether. It has a notion of super frames similar to TDMA frames
for time schedules and requires a radio with multiple frequencies. However,
it assumes a stationary network and generates static schedules [19]. Energy
aware routing protocols typically use battery energy based routing cost met-
rics. The objective is to choose data routes appropriately such that the rout-
ing load is distributed uniformly across the network to leverage the total
battery resource for maximizing lifetime. The routing cost metrics must not
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be limited to solely residual battery level to select the best routes; potential
battery level prediction is also an important factor to the decision.

All of the power management approaches need some form of time syn-
chronization to schedule communication. Nodes have synchronized clocks
from a source such as GPS to synchronize the beacon windows for common
and discrete intervals. In the case where fine resolutions or the global clock
federation is not necessary, a simpler local synchronization protocol can also
be satisfactory.

4.5.2 Auto- and Self-Configuration

For efficiency consideration at large deployment sites, most of the wire-
less ad-hoc networks are expected to be self-configurating. Self-confi-
guration refers to two aspects, one is during the first construction of the
network, the self-configuration network is supposed to be forming the net-
work itself. The other aspect is when one host moves in or moves out the
wireless ad-hoc networks, the network should have the ability to reconfigure
the topology of the whole network. Although many works have been done
on this topic, a satisfied answer is still lacking because the question is never
tackled in systematic way.

A wireless sensor network deployment can be large, complex, heteroge-
neous, and dynamic. The sensor application globally aggregates large num-
bers of independent computing and communication resources and this may
require the capability to let the sensor nodes to manage themselves with
minimum human intervention. This makes a need to create self-configuring
network protocols to form network topologies, routing, media access, and
beacon systems. In sensor networks, nodes may be participating in many
self-configuring tasks at different network layers. Self-configuration is en-
abled through dynamic discovery and composition of new components and
component reconfiguration at run time.

Achieving autonomic self-managing behaviors requires programming
and middleware support for context and self-awareness, knowledge and con-
text based analysis and planning, and plan selection and execution [20,21].
NCBO supports wireless sensor networks with a generic framework with self-
configurable applications where a large number of sensors coordinate among
themselves to achieve a large sensing task. Auto- and self-configuration can
occur in two phases of the sensor application life cycles, one is at the de-
ployment phase and the other is at the reorganization phase.

o Deployment phase: At the ad-hoc type wireless network, sensors can be
deployed incrementally. The sensor node with radio would normally go
through four states. They are: 1) Initialization state to deploy some start-
ing points or anchors of the network for other following nodes; 2) Selec-
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tion state to form a common map of the environment according to data
from the deployed sensors; 3) Assignment state to identify the follow-up
and available nodes; and 4) Execution state to activate the follow-up
deployment of nodes to their target locations [22].

e Reorganization phase: After node deployment, the sensor network may
require reorganization in cases when a node/link fails, a network partition
occurs, or a node rediscovery occurs. In a node/link failure, the routing
table in the affected node needs to be updated, and broadcast of a
tree/graph may be required. Group partition is caused by failure or dis-
connection of some crucial nodes, which forces the network to reorganize
itself into new groups. Node rediscovery typically happens when nodes
are coming back from sleep mode (see power management) and find new
topology relationships with their neighboring nodes. Any of the above
events can be managed by the following sequential sub-phases: 1) each
node independently discovers its set of neighbors; 2) nodes aggregate
themselves into groups, self-assign location-based address, compute rout-
ing tables, and construct broadcast tables/graphs; 3) handshaking mes-
sages are exchanged among nodes to ensure routing and broadcast
information is up-to-dated; and 4) a node or nodes detect group partitions
or node failures and update their routing table based on the new topol-
ogy. This may include reorganize subgroups or join with new groups. In
either case, group reorganization is required to balance the network hier-
archy [21].

At the application level, the design of a localization system is largely in-
fluenced by application requirements. Node localization can leverage having
a few nodes at known positions (also known as beacons) and compute the
relative positions with other nodes or form a completely independent coordi-
nate system. The beacon periodically transmits a packet containing its
unique ID and position. These beacons constitute the underlying infrastruc-
ture of the localization system. The system can be either “tightly coupled”
where beacons that are wired to a centralized controller and placed at fixed
positions or “loosely coupled” where beacons that are wireless and coordi-
nate in a scalable, decentralized manner. Such a localization system must
autonomously measure and adapt its properties to environmental conditions
in order to achieve ad-hoc deployment and robust, unattended operation in
any environment.

Auto- and self-configuration is an essential feature to reduce human en-
gagement in sensor deployment and maintenance. In addition to the configu-
ration feature, the enterprise can also consider additional features such as
Self-optimization, Self-healing, and Self-protection to add values to the exit-
ing resources. Self-optimization is based on dynamic switching of work-
flows and components using composition rules, balancing of workload and
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resource utilization, and definition of component interaction patterns. Self-
healing is about restarting or replacing failed components. Self-protection
can preventing the loss of data or tasks or services by reactions defined to
defend the system integrity from undesired operations of malicious agents.

4.5.3 Time Synchronization

A strong link now may become weakening later because of changes on
environmental condition, e.g., new obstacles, unanticipated interferers, and
other factors. Such impact causes the network to react to the external factors
that impact the time synchronization can be concluded into the following
major reasons: RF interference, changes in the physical environment that
block communication links, loss of individual nodes, and prescheduled
sleep/wake cycle for power management. From the functional perspective,
interferences can come from the changes of temperature, phase noise such as
access fluctuations, frequency noise due to the unstable clock crystal, asym-
metric delays between the outgoing and the return paths, and clock glitches
caused by hardware or software anomalies. All of the above reasons can
cause major time synchronization challenges [23-25].

A general time synchronization scheme requires synchronization mes-
sages to be exchanged to obtain multiple pairs of corresponding time in-
stants. Either a receiver-receiver approach or a sender-receiver approach can
be used in the synchronization protocol. In intra-cluster communication, the
members only need to synchronize with the root node.

e Reference-broadcast synchronization (RBS) is a receiver—receiver syn-
chronization scheme to provide instantaneous synchronization among a
set of receivers that are within the reference broadcast of the transmitter.
A node sends beacons to its neighbors using physical-layer broadcast.
The recipients use the arrival time of the broadcast as a reference point to
compare their times. Least square linear regression is used to estimate the
clock skew and phase offset. RBS achieves significantly better precision
than traditional synchronization protocol because the nondeterministic
roundtrip delay is removed from the critical path. However, this protocol
may suffer from the uncertainties of the overlapping transmission and re-
ception times and the accuracy in multi-broadcast domains or large scale
ad-hoc network deployment [26].

e Network time protocol (NTP) is used to provide network-wide synchro-
nization among networked nodes in the Internet. However, the sensor
nodes may loss the accuracy when power management and topology
maintenance protocols (e.g., SPAN and LEACH) are employed. Tempo-
rary disjunction of node due to mobility or other environmental reasons
can also cause undisciplined clocks. Additionally, the accuracy of NTP



204 Network-Centric Service-Oriented Enterprise

for round-trip communications is designed in the order of milliseconds
time while the MAC layer of the radio stack can introduce several hun-
dreds of milliseconds delay at each hop. Thus NTP is suitable only for
low precision demands.

o Timing-sync protocol for sensor networks (TPSN) performs sender-
receiver time-stamps synchronization at the MAC layer. It eliminates er-
rors caused by access time and propagation delay via two way message
exchange. However, it does not estimate the clock skew of the nodes. A
revised TPSN is based on similar methodology as the NTP, where the
sensor nodes are organized into multiple levels and synchronized to the
root node of the hierarchy. Similar to the problem in NTP, nodes at dif-
ferent levels responsible for synchronization may fail or disrupt. Similar
to RBS, this protocol can also suffer from the uncertainties of the over-
lapping transmission and reception times.

e Time-diffusion synchronization protocol (TDP) provides network-wide
time synchronization within a certain tolerance. The tolerance levels can
be adjustable in accordance with time differences among the sensor
nodes before protocols requiring time-stamps. This protocol enables ap-
plications to coordinate sensor nodes, for instance, the sink to detect the
time difference between multiple sources so the temporal differences can
be adjusted. In addition, it allows the sink to issue a start time to the sen-
sor nodes allowing interactive sensing and monitoring for better target
tracking, data fusion, and decision fusion. This is especially beneficial
for better performance when multiple sources are sending data back to
the sink through flooding or directed diffusion [17].

e Flooding time synchronization protocol (FTSP) is designed to improve
the time accuracy in MAC layer at the network level. FTSP provides
multi-hop synchronization by synchronizing the time of a sender to mul-
tiple receivers with a single radio message time-stamped at both the
sender and the receiver sides. Linear regression is used in FTSP to com-
pensate for clock drift. FTSP maintains the global time in a single, dy-
namically elected root node; all other nodes synchronize their clocks to
that of the root. This ad-hoc tree is robust against node and link failures
and dynamic topology changes. A problem of this centralized synchroni-
zation method is its single point of failure and the complexity of root
node reelection.

e Unlike TDMA’s time synchronization where all nodes must share a
common sense of time so that they know precisely when to talk, listen, or
sleep. Time synchronized mesh protocol (TSMP) nodes maintain a sense
of time and exchange offset information with neighbors to ensure align-
ment. These offset values ride along in standard ACK messages and cost
no extra power or overhead. TSMP slice the wireless media across time
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or frequency. This provides robust fault tolerance in the face of common
RF interferers as well as providing a tremendous increase in effective
bandwidth.

4.5.4 Data Fusion

Elementary information or measurements reside in different collection
nodes and need to be collected and collaborated in sensible and understand-
able forms. Data fusion combines information from different sources into a
single data set for further data mining. The applications of data fusion can
include autopilot of aircrafts, self-steering gear for ships, dynamic position-
ing for ship sailing, inertial guidance for missiles and aircraft, radar tracking
(track is determined by comparing the new measurements with history),
navigation system, simultaneous localization and mapping (SLAM) for ro-
bots to build a map within an unknown environment, econometrics applica-
tions, and so forth. The following subsections profile some popular data
fusion mechanisms.

This section focuses on the level zero fusion which is the initial process
at or near the sensor that organizes the collected data into usable information.

4.5.4.1 Data Association

The data association method is used at level one fusion. Its main applica-
tion is to produce an estimate of a target’s kinematics for localizing a target.
Some example factors are position, velocity, and rate of acceleration for a
target object. A fundamental challenge of data association is to decide which
data should be selected. Two common techniques used to eliminate outliers
are establishing a figure of merit (FOM) and gating. The distance between an
established track for a target and a single data can be represented by the Ma-
halanobis distance, offering a normalized index by measurement and track
error variances.

4.54.2 Kalman Filter

Kalman Filters is a sequential approach used for positional estimation at
the level one fusion. It is an efficient recursive filter which predicts and
matches the state of a dynamic system from a series of incomplete and noisy
measurements in order to provide accurate continuously-updated informa-
tion. Kalman filters are based on linear dynamical systems discretised in the
time domain. They are modeled on a Markov chain built on linear operators
perturbed by Gaussian noise. As discrete time increment, a linear operator
mixes some noise and known control factors to the current state in order to
generate the new state. Consequently, another linear operator mixed with
more noise generates the visible outputs from the hidden state. This algo-
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rithm can remove noise from sensor signals to better estimate the smoothed
values of position, velocity, and acceleration of an object given only a se-
quence of observations about its position. A wide range of engineering ap-
plications supported by Kalman Filter covers from radar, computer vision,
and three-dimensional-map-making, to robot location.

4.5.4.3 Bayesian Decision Theory

Without a probabilistic means of fusing data, sensors are typically limited
to a definitive answer such as yes and no. Revised probabilities called
“posterior probabilities” can consolidate and interpret overlapping data to
provide a greater measure of confidence by quantifying the uncertainty
behind sensor decisions. Bayesian decision models theory [27] is a common
technique at level two data fusion for guiding human decision-making. With
this method, sensor data is weighted according to their known accuracy level,
often inversely proportional to the variance of each sensor’s response.

A Bayesian network is a form of probabilistic graphical model represent-
ing a set of variables with a joint probability distribution and explicit inde-
pendence assumptions. Optimization based search method can be used to
understand the structure of the network. This requires the techniques of a
scoring function and a search strategy. A common scoring function is the
posterior probability. A local search strategy makes incremental changes
aimed at improving the score of the structure. A global search algorithm like
Monte Carlo methods, delved into the next subsection, can avoid getting
trapped in local minima.

4.5.4.4 Monte Carlo Methods

Monte Carlo samples (ensemble) estimates an approximate of the forecast
means and variance/covariance of sensor data. It assesses the stability of
computations due to the expected noise mechanisms present in the data.
These are then used in the linear Kalman filter update formulas to obtain the
analysis distribution.

A computer simulation generates data within the expected measurement
distribution, passes through the algorithmic computation, and distributes of
resulting values around their true values accumulated. The results can then
be used to quantify the expected error distributions on the data. The advan-
tage of such approaches is that examples of realistic images can be used as a
starting point to define which features are likely to be present. An example
of this technique would be in the assessment of feature detection.

One of the Monte Carlo methods is called Bootstrapping, a sequential
importance resampler (SIR). Bootstrapping is a statistical method for esti-
mating the sampling distribution of an estimator by sampling with replace-
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ment from the original sample. It is used often in the purpose of deriving
robust estimates of standard errors and confidence intervals of a population
parameter like a mean, median, proportion, odds ratio, correlation coefficient
or regression coefficient. It is a rather popular alternative to provide compli-
cated formulas for the calculation of standard errors.

4.5.4.5 Dempster—Shafer Evidential Reasoning

Dempster—Shafer evidential reasoning (DSER) is a generalization of the
Bayesian theory of subjective probability which produces superior results in
working with data uncertainty. The Dempster—Shafer theory is a mathemati-
cal theory of evidence based on belief functions and plausible reasoning to
calculate the probability of an event. Dempster—Shafer theory obtains de-
grees of belief for one question from subjective probabilities for a related
question, and Dempster’s rule for combining such degrees of belief when
they are based on independent items of evidence. The degree of belief in a
proposition depends primarily upon the number of answers (to the related
questions) containing the proposition, and the subjective probability of each
answer. Also contributing are the rules of combination that reflect general
assumptions about the data. In this formalism a degree of belief (also re-
ferred to as a mass) is represented as a belief function rather than a Bayesian
probability distribution. Probability values are assigned to sets of possibili-
ties rather than single events: their appeal rests on the fact they naturally en-
code evidence in favor of propositions.

4.5.5 Sensor Database

Uncertain data and streams of data are two main data characteristics of a
sensor network. This is because a sensor network can have a large number of
nodes, no global knowledge about the network, node failure and interference
is common, and the data can be transmitted across multiple hops before ar-
riving at the destination node. To accommodate the nature of such data, the
existing database techniques may not be fully applicable. The design consid-
eration of a sensor database starts from the appropriate representation of sen-
sor data and sensor queries. The trade-off of executing the query fragments
locally on sensor nodes or distributing the query fragments over a changing
network needs to be carefully measured. The database management system
should also consider the deployment and management of a sensor database
system where the sensors may not be available all the time due to link fail-
ures and other environmental conditions. Two popular sensor database archi-
tectures are illustrated below.
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4.5.5.1 Warehousing Data Repository

The warehouse approach is the traditional method of collecting all events
into a central repository, as shown in Figure 4.28. Applications can invoke
database queries against the central data location for all the information. The
query processing takes place on the server side.
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Figure 4.28. Data warehousing.

4.5.5.2 Sensor Database System
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Figure 4.29. Sensor data source, event, and sink.
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Figure 4.29 depicts the sensor database system that supports distributed
query processing over sensor network. Every node has its own set of data
and can be shared among the networked nodes. The Front End node coordi-
nates queries specified by the application missions and exercises individual
queries against a node, group of nodes, or the entire network of nodes.

4.6 Conclusion

NCBO enables the use of sensors to generate and leverage information
supplied in many family, commercial, or military environments. In this con-
text, sensors are growing in significance as they provide sensed inputs to
assemble a better understanding of managed fields or even to support a
common operating picture (COP) in critical business or military missions.
The increasing incidence of asymmetric situations in modern operations is
leading to the growing importance of ground- and air-based surveillance.
The development of sensor systems that provide network-friendly solutions
is expected to fuel the growth of the intelligence, surveillance, target acqui-
sition, and reconnaissance (ISTAR) markets whether in commercial or de-
fense segments.

A fundamental challenge with data collection, processing, and dissemina-
tion is the task of deciding which technologies should be combined into the
SoS solution. Several data communication protocols have been devised by
the researchers to assure the transport networking with the balance of energy
and QoS considerations. To facilitate better integration, four industry stan-
dards are discussed including IEEE and vender-driven specifications.

Even though the sensor applications are situated at the bottom level of
the NCBO system architecture as depicted in Figure 4.1, it does not prevent
the sensor applications from being deployed at the Business Application
layer and directly interacting with the end-users or customers. In fact, the need
for such systems exists in many applications involving tasks in which timely
fusion and delivery of heterogeneous information streams is of critical im-
portance, e.g., remote Web-based building monitoring. It is for the sake of the
service hierarchy that the additional layers are needed to emphasize the value
of the service-oriented enterprise. Section 4.5 addresses many functional sub-
jects which are generic for an integrated sensor network.



Chapter 5
BUILDING A WIRELESS TRANSPORT SERVICE

The key features of the next generation wireless transport services that
distinguish them from the traditional distributed environment are mobility,
network awareness, situation reactivity, community autonomy, self-learning,
service intelligence, temporal continuity, and management flexibility. An
effective transport fulfillment must be able to support both strategic and tac-
tical requirements in a dynamic environment and cover both the access do-
main as well as the core network whether these networks are infrastructure or
infrastructure-less. Successful fulfillment can only be achieved through care-
ful planning which lays down in an organized and structured approach to
ensure the deployed services are in functional consistency.

From an operational perspective, instantiation of a service plan is also
part of the fulfillment process, which includes initializing service parameters
and service models, as well as establishing a service inventory database
for operational management. Once the service parameters and models are
created, configured, and initiated, an instance of the planned service is cre-
ated. The network service instance will then be functioning according to the
activation schedule.

This chapter outlines the service requirements, transport service func-
tionality, and deployment considerations sufficient to support a general un-
derstanding of design criteria and implementation guidelines for IP based
wireless network services. The QoS and the IA subsections provide basic
pictures of the key enterprise service functions and will be expanded fully in
the later chapters.

In the telecommunication industry, the fulfillment process requires close
integration of many peer level Operation Support Systems (OSS). On the
other hand, military applications typically separate network planning into
high-level planning and detailed planning according to the echelon hierarchy
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and mission organization. In the interest of supporting NCBO, both scenar-
ios will be briefly discussed in the SoS approach section.

5.1 Overview

Transport service management is to execute a set of functions required
for controlling, planning, allocating, deploying, coordinating, and moni-
toring network resources. Building a wireless transport service requires the
service providers to investigate options based on the business drivers, budget
allocations, available technologies, and time tables for the services.
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Figure 5.1. System architecture of enterprise services.

A transport service can be categorized based on attributes such as owner-
ship, usage, and technology. Ownership may be private or public. Usage
based is influenced by a combination of physical transmission characteristics
and enterprise usage such as fixed wireless, movable wireless, or wire-line
communication. When deploying in geographically separated areas, it is fur-
ther broken down into WAN, MAN, LAN, and PAM (see section 3.1.2).

As shown in Figure 5.1, the network management function of a wireless
transport service is situated at the System Management layer of the enter-
prise service system architecture which contains two functional groups. The
upper functional group contains planning, provisioning, configuration, and
testing. The bottom group categorizes the service requirements into fre-
quency spectrum management, security, mobility, networking, quality of
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service, network service, key management, routing management, energy (or
power) management, and service and network configuration.

As will be illustrated in the SoS Views section, there are other functional
areas that are part of the enterprise’s service management interacting with these
shown functions to support seamless solution integration (e.g., sales). In a
distributed computing environment, many of these systems, functions, or
technologies are spread across different domains owned by various value-chain
participants.

The main scope of this chapter is to lay down a preliminary set of tech-
nologies, processes, and systems by which the service providers can establish
a network-centric and service-oriented management framework. Applica-
tions for wireless transport services vary depending upon the business seg-
ments, purposes of the deployment, and type of business the network will
be serving, therefore they are not in the scope of this book.

5.1.1 Wireless Transport Services

Ad-hoc networks (see section 3.3) have gained popularity in the fourth
generation networks because of their independence of any existing infrastruc-
ture. However, lacking the standards to specify complete operational functions,
methods, and protocols (e.g., auto-configuration of IP address and other network
parameters) in a multi-hop packet forwarding environment has prevented
this technology from accelerating into the commercial world with the similar
wide installation base as the infrastructure-based networks. Nevertheless, the
emerging technology has shown many successful footprints in different
deployment scenarios; the following three configurations are generally seen
in an enterprise environment.

1. Stand-alone ad-hoc network which is not connected to any external net-
work.

2. Ad-hoc network at the edge of infrastructured network through gateways.
The gateways may be either fixed or mobile, single or multiple.

3. Ad-hoc network occasionally connects to an infrastructured network.

In cases two and three, at any moment of time the ad-hoc network
may merge with other into a single ad-hoc network or be partitioned into sev-
eral sub-networks.

Within an ad-hoc network, connectivity can use mesh or non-mesh archi-
tecture. In earlier mesh networks, one dedicated node was providing both
backhaul and client services. An enhancement to this architecture allowed
this node to relay messages over multiple hops while another provided client
access; this significantly improved backhaul bandwidth and latency. A more
effective architecture uses multiple nodes for the backhaul to achieve higher
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bandwidth and low latency; hence, it is more satisfactory for demanding ap-
plications such as voice and video where messages have to be over many
hops.

The general rules for networking requirements include the consideration
of supporting connectivity, services, and applications. In a hybrid network-
ing environment, the wireless network connectivity and gateway operations
have to incorporate all environment resources, whether it is intra-domain or
inter-domain, to support the seamless flow of information.

Figure 5.2 portrays a sample multi-layer hybrid network service. The
physical and data link layers considerations include different connectivity
technologies covering waveform software, link, and inter- or intra-network
protocols. The link and network layers include the adaptive routing and deliv-
ery of message traffic within a single domain or across multiple domain sce-
narios. The session manager focuses on the QoS and interaction of customer
communication sessions. The applications support services layer provides
some basic service primitives allowing the service operators to construct
sophisticated composite services. Such flexibility can realize dynamic data
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federation and distributed queries in a virtual compartment. The top level
applications can include collaboration, image exchange, navigation, audio
video conferencing, and digital library access [1].

From the business perspective, service requirements are to construct an
efficient transport framework for open access and control. In a service-
oriented framework, the providers should provide a service infrastructure so
that their customers can configure and reconfigure the service usage in real
time or near real time. To accomplish this feature, the infrastructure has to
build upon an open architecture with high degree of data transparency (more
discussions in chapter 8) where the service related data sources are available
for the controlling customers through open control interfaces.

5.2 Network Service Functionalities

In the following sections, the TCP/IP protocols and their associated stan-
dards are addressed to support the transport services as well the higher layers
applications.

5.2.1 Common Functions

Technology evolutions has introduced new elements and features to the
enterprise and impacted the transport management. However, with the layer
model it is expected that the impacts can be minimized. The following sub-
sections profile some core functions for the enterprise transport services, its
consequent sections will address the management aspect of these functions.

5.2.1.1 TCP Protocols

TCP is the most predominant transport layer protocol in the data com-
munication industry. Its reliability, end-to-end congestion control mecha-
nism, byte-stream transport mechanism, and simple design have made TCP
an influencing protocol in the design of many protocols and applications.
Section 3.4 has highlighted main features of TCP protocol. This section is
extended to address the functionalities of some variations specific for ad-hoc
networks.

o TCP Feedback (TCP-F) uses a feedback-based approach thus requires
the support from reliable link layer and a routing protocol to provide
feedback to the TCP sender about path breaks. Route failure nodes (RFN)
and route reestablished notification (RRN) are used in the intermediate
nodes to provide feedback. TCP-F was designed to minimize frequent
path breaks and does not need to invoke congestion control when links
fail. Its disadvantages include potential synchronization problem of the
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congestion window during path state changes and the mistreatment of
BER with congestion [2].

e TCP Explicit Link Failure Notification (TCP-ELFN) is similar to TCP-F
and can manage path break with link failure notification without using
congestion control, however, is less dependent on the routing protocol.
Except when a sender receives an explicit link failure notification
(ELFN), it periodically sends probe packets to detect the route reestab-
lishment. Its disadvantages include the congestion window may not catch
up with the link state changes, mistreatment of BER, and path failure can
last longer when the network is temporarily partitioned [3].

o TCP with buffering and sequence information (TCP-BusS) is similar to the
TCP-F and TCP-ELFN in using feedback information from an interme-
diate node on detection of a path break. TCP-BuS takes advantage of the
underlying routing protocols, especially the on-demand routing protocols
such as associativity based routing (ABR) to identify partial paths and
localize query for queuing. It extends retransmission timeout (RTO) time
to allow path reestablishment and avoid fast retransmission. Explicit
route disconnection notification (ERDN) and explicit route successful no-
tification (ERSN) are used to manage path breaks. Its disadvantages in-
clude the increased dependency on the routing protocol (compared to
TCP-F and TCP-ELFN) and the buffering at the intermediate nodes, thus
it may be more vulnerable on the end-to-end performance. Using ERDN
and ERSN also introduces overheads to this protocol [4].

e Ad-hoc Transport Control Protocol (ATCP) acts as a transport layer
between TCP and IP, and maintains the end-to-end semantics of TCP. It
uses a network layer feedback mechanism from the intermediate nodes to
make the sender aware of the status of the network path. ATCP uses
explicit congestion notification (ECN) and Internet control message pro-
tocol (ICMP) to montitor the state of the network. By invoking congestion
control only when needed, ATCP provides a feasible and efficient solu-
tion to improve throughput in ad-hoc wireless networks. Its disadvan-
tages include the requirement of an implementation-dependent network
layer protocol for detecting the route changes and partitions, additional
ATCP layer on the TCP/IP protocol stack, and the modification in the
standard interface [5].

e Split-TCP splits a long TCP connection into a set of short concatenated
TCP segments to enhance the throughput and throughput fairness, thus
provides better resilience to impact of mobility. Proxy nodes are intro-
duced as terminating points at these segments. Local acknowledgment
(LACK) is used to confirm receiving. The buffering function in each
segment enables dropped packets to be recovered from the most recent
proxy. The rate control helps the congestion management on inter-proxy
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segments. Combining the buffering and rate control enhances reliable
packet delivery from end-to-end and thereby achieves better parallelism.
Its disadvantages include the requirement to modify the TCP protocol
(violating compatibility with the standard), the failure on a proxy node
may lead to throughput degradation, and the overhead from the LACK
between proxy nodes [6].

e TCP-RENO uses a closed-loop, end-to-end, and window-based conges-
tion control. By doubling congestion window size on every RTT, TCP-
RENO implements slow-start scheme to achieve equilibrium gradually
but quickly; both sender and receiver maintain sliding windows for flow
control. To avoid congestion, TCP-RENO uses additive-increase-
multiplicative-decrease (AIMD) to adjust window size based on the
receiving duplicate ACKs, time-out, or round-trip time to ensure fast
recovery of the lost packet. Its advantage includes the independence of
lower layers to generate messages. The disadvantage is its inefficiency to
solve non-congestion-caused losses, thus can be counter-productive if not
used correctly [7].

o Ad-hoc Transport Protocol (ATP) does not maintain any per-flow state
at the intermediate nodes, instead, it collects congestion information
directly from the nodes in a congestion situation. ATP’s rate based trans-
mission solves burstiness issues inherent in the traditional window-based
transmission. The improvements to the standard protocol include better
performance, decoupling of the congestion control and reliability mecha-
nisms, and avoidance of congestion window fluctuations. The disadvan-
tages of ATP are the lack of interoperability with standard TCP, thus the
fine-grained per-flow timer may become a scalability bottleneck and the
dependency on the notification and feedback from lower layers.

5.2.1.2  The Internet Protocol v4

Published in 1981, the Internet protocol (IP) version 4 [8] was defined
for transmitting blocks of data called datagrams. The source and destination
nodes of the IP communication are hosts identified by fixed length
addresses. This protocol also specified the fragmentation and reassembly of
long datagrams, if necessary, for transmission through packet networks.

IPv4 uses 32-bit addresses, many of which are reserved for special pur-
poses such as local networks or multicast addresses, thus reducing the num-
ber of available (4.2 billion addressable) addresses for public Internet
addresses. The IPv4 header is depicted in Figure 5.3.
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Figure 5.3. IPv4 header.

An 8 bits allocation called #ype of service (ToS) field in the IP header
allows the sending host to specify preference (e.g., prefer low delay vs. high
reliability) for how the datagram would be handled through an internetwork.
These bits have been redefined by the DiffServ working group in the Inter-
net Engineering Task Force (IETF) and the explicit congestion notification
(ECN) codepoints (see section 7.3.3.2) [9]. New technologies such as voice
over Internet protocol (VolP) requiring real-time data streaming for interac-
tive data voice exchange; the ToS field is used to ensure the communication
efficiency. The Message Prioritization is shown in Figure 5.4 where different
messages sent by computers in the service cluster are prioritized by the
advanced scheduling node and forward to the appropriate destinations with
predefined orders.

Time to live (TTL) field is an 8-bit control byte. It helps prevent data-
grams from persisting (e.g., going in circles) on an internetwork by putting
an upper limit on the time (in seconds) or “hop count” that the datagrams can
exist in an Internet system. The TTL field is set by the sender and reduced
by every host on the route to its destination. If the TTL field reaches zero
before arriving its destination, the datagram will be discarded, and an ICMP
(section 5.2.1.5) error datagram will be sent back to the sender.

The Protocol field defines the protocol used in the data portion of the IP
datagram which includes ICMP, TCP, and UDP.

IPv4 supports router nodes to determine if a packet is too long for the
next link and to break the data into fragments if necessary. A standardized
procedure at the destination host will reassemble the fragmented packets
that arrive separately. This standard procedure includes recovery from loss
and further fragmentation during the transmission.
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Figure 5.4. Message prioritization in IP protocol.

5.2.1.3 The Internet Protocol v6

The Internet protocol (IP) version 6 [10] is the second version of the

IPv4. It was invented by Xerox PARC and adopted by the IETF in 1994. It was
called “IP next generation” (IPng) during the period of standardization proc-
ess. Incidentally, IPv5 was not a successor to IPv4, but an experimental
flow-oriented streaming protocol intended to support video and audio. The
new features in addition to [Pv4 can be summarized as following [11]:

Addresses in IPv6 are 128 bits long to avoid potential exhaustion of the
IPv4 address space. IPv6 addresses this problem by supporting 340 un-
decillion addresses. The drawback of the large address size is its ineffi-
ciency in bandwidth usage. The header structure is illustrated in Figure
5.5.

Supporting stateless auto-configuration of hosts; a host sends a link-local
multicast (broadcast) request for its configuration parameters when it first
connects to a network; the routers respond back with a router advertise-
ment packet containing network layer configuration parameters. If IPv6
auto-configuration is not suitable, the host can either use stateful auto-
configuration [12] or manual configuration.

Multicast on the local link and across routers is part of the base protocol
suite in [Pv6. This is an optional feature in IPv4.

Supporting payload packet size over the 64Kb limitation posted by IPv4.
The “jumbo-grams” can improve communication performance over high-
throughput networks.

Using a simpler and more systematic header structure to improve the per-
formance of routing.

IPsec (section 5.2.3.1) is an integral part of the base protocol suite in
IPv6.
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To reach an IPv6 Internet, the existing IPv4 infrastructure must be able to
carry IPv6 packets. A technique known as tunneling encapsulates IPv6
packets and transmits them over the IPv4’s link layer. Automatic tunneling
refers to a technique where the tunnel endpoints are automatically deter-
mined by the routing infrastructure. Configured tunneling is a technique
where the tunnel endpoints are configured explicitly. Figure 5.6 portrays the
internetworking between IPv4 and IPv6 networks.

To integrate IPv6 and IPv4 nodes smoothly and seamlessly, the transition
mechanisms can be categorized into the following four groups:

o Dual-stack or “dual-stack IP layer solution [13]” implements both the
IPv4 and IPv6 protocol stacks in every node of the network.

e 6to4 is an IPv4 tunnel-based transition mechanism [14] which allows
different IPv6 domains to communicate with other IPv6 domains through
IPv4 clouds without explicit IPv4 tunnels. The only configuration is done
on the host side. The server side can accept 6to4-encapsultated packets
coming from any host.

o 4to6 allows different IPv4 domains to communicate with other [Pv4
domains through IPv6 clouds [15].

e 6in4 encapsulates IPv6 packets into IPv4; it requires an explicit tunnel
on both ends of the tunnel, at the host and at the server (6in4 router)
sides [16].
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Figure 5.6. 1Pv4 and IPv6 integration.

IPv6 is most useful for mobility, QoS, privacy extension, and so forth.
IPv6 is intended to address the concern of IPv4 address exhaustion. The in-
troduction of network address translation (NAT) was intended to support
direction translation between IPv4 nodes and IPv6 nodes. The translation
can be stateful or stateless depending upon whether state information is
kept or not. However, NAT makes it difficult or impossible to use some
peer-to-peer applications, such as VolP and online games.

Table 5.1 lists the core specifications of IPv6.

Table 5.1. IPv6 Core Specifications.

Standard Number Description

RFC 2460 Internet Protocol, version 6 (IPv6) specification (obsoletes RFC 1883) [17]

RFC 2461/RFC 4311 Neighbor discovery for IP version 6 (IPv6) (4311 updates) [18,19]

RFC 2462 IPv6 stateless address auto configuration [20]

RFC 4443 Internet Control Message Protocol (ICMPv6) for the IPv6 Specification
(obsoletes RFC 2463) [21]

RFC 2464 Transmission of IPv6 packets over Ethernet networks

RFC 4291 Internet Protocol version 6 (IPv6) addressing architecture (obsoletes RFC
3513) [22]

RFC 3041 MAC address use replacement option [23]

RFC 3587 An IPv6 Aggregatable Global Unicast Address Format [24]
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6in4 tunnels both the outgoing and incoming traffic with the same path
from the two ends of the tunnel. From the host point of view, 6to4 always
sends the outgoing traffic to the same 6to4 router, but the incoming traffic
can be received from different 6to4 routers depending upon which 6to4 router
the 6to4 host is willing to contact.

5.2.14 Mobile IP

Mobile IP [25] allows the mobile nodes to change their point-of-
attachment to the Internet without changing their IP address. This feature
eliminates the need to propagate host-specific routes throughout the network
in case of moving nodes. Thus, these nodes can maintain transport and
higher-layer connections while moving.

The approach enforces an Internet node to survive physical reconnection
by inserting additional features at the network layer. In this approach, each
mobile node has two addresses: permanent home address and care-of ad-
dress. The care-of address is associated with the network the mobile node is
visiting. The mobile node is always addressable at its home address. A
home agent (HA) stores information about the mobile nodes whose perma-
nent home address is in the home agent’s network. A foreign agent (FA)
stores information about mobile nodes visiting its network and advertises
care-of addresses [26].

When a node is ready to communicate with the mobile node, it uses the
home address of the mobile node to send packets. These packets are inter-
cepted by the home agent, which tunnels the packets to the mobile node’s
care-of address with a new IP header while the original IP header is pre-
served. The packets are de-capsulated at the end of the tunnel in order to re-
move the added IP header and delivered to the mobile node.

When acting as sender, the mobile node simply sends packets directly to
the other communicating node through the foreign agent. The foreign agent
could employ reverse tunneling by tunneling mobile node’s packets to the
home agent if needed. The home agent in turn forwards them to the commu-
nicating node.

The additional features to the standard IP protocol include the following:

e An authenticated registration procedure by which a mobile node informs
its home agent of its care-of address.

e An extension to ICMP router discovery allowing mobile nodes to dis-
cover prospective home agents and foreign agents.

e The rules for routing packets to and from mobile nodes. This includes
the specification of one mandatory and several optional tunneling
mechanisms.

Enhancements to the mobile IP technique, such as Mobile IPv6 [27] and
hierarchical mobile IPv6 (HMIPv6), are to improve the security and effi-
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ciency of this approach in [Pv4. In mobile IPv6, three operational entities are
defined: mobile node (MN), correspondent node (CN), home agent (HA).
New destination options for IPv6 include: binding update option, binding
acknowledgement, binding request, and home address option. The additions
to the ICMP message for the dynamic home agent address discovery include
a set of request and response messages. The advertisement interval option and
home agent information option are added for the neighbor discovery [28].

5.2.1.5 Internet Control Message Protocol

Internet control message protocol (ICMP) [29] is an integrated part of
the IP suite. It is used by the IP gateways or destination hosts in response to
errors in IP datagrams processing [30]. This protocol is also capable of sup-
porting connectivity diagnosis or assisting routing decision. ICMP messages
are usually processed as a special case of IP instead of a normal sub-protocol
of IP.

( N
Host 1 Host 2
Router 1 Router 2 Gateway

@H Time Exceeded
S

@q

Figure 5.7. Traceroute command.

Commonly used network utilities such as traceroute (Figure 5.7) and
ping are based on this protocol. The traceroute command transmits UDP
datagrams with specially set IP TTL header fields; it looks for ICMP Time fo
live exceeded in transit or destination unreachable messages in response.
The ping command sends ICMP Echo Request messages (and receives Echo
Response messages) to determine if a host is reachable, and how long the
packet takes to make a round-trip with that host [21].
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5.2.2 Mobility

The mobility section addresses the standard protocol to support IP level
configuration parameters that can satisfy mobility requirement.

5.2.2.1 The Dynamic Host Configuration Protocol

Dynamic host configuration protocol (DHCP) [12,31] is a client and
server structure to provide configuration parameters to the Internet hosts.
DHCP consists of a protocol set providing host-specific configuration pa-
rameters from a DHCP server to a host as well as the associated mechanism
that allocates network addresses to a host. Figure 5.8 depicts the DHCP
commands and the communication flow between two servers and a client.
The DHCP protocol provides three methods of [P-address allocation:

[ sever | [ ciient | [ server |

Begin

DHCP Discover DHCP Discover

DHCP NAK DHCP Discover—the client

DHCP Offer DHCP Offer broadcasts on the local physical

subnet to find available servers
Collected
Answers

DHCP Request DHCP Request

0 Answel

DHCP Decline

*« DHCP Offer—the server
determines the configuration based
on the client's hardware address.

* DHCP Request—the client selects
Confirm a configuration out of the DHCP
Offer packets it received and
broadcasts it on the local subnet

Collected + DHCP Acknowledge—the server
Confi rmation] acknowledges the request and
sends the acknowledgement to the
client (The client is expected to
DHCP Release configure its network interface with

the supplied options).
= DHCP Release—The client sends a

DHCP ACK request to the DHCP server to
1 release the DHCP and the client

unconfigures its IP address.

Figure 5.8. DHCP commands and flows.
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e  Manual allocation: The MAC and IP address pairs are manually entered
into the DHCP server by the server administrator. Clients query the IP
addresses by providing the requesting MAC addresses.

o Automatic allocation: The DHCP server permanently assigns the request-
ing client an [P-address from a range given by the administrator.

e Dynamic allocation: The network administrator assigns a range of IP ad-
dresses to the DHCP. The clients are configured to request IP addresses
from the DHCP server when they start up. The request-and-grant process
uses a lease concept within a controllable time period.

The Dynamic allocation approach eases network installation procedure
on the client side considerably. By making use of the DNS update protocol
[32], DHCP server can automatically update the DNS names associated with
the client hosts to reflect new IP address.

5.2.3 Networking Functions

The networking functions include Internet Protocol Security, Internet
Key Exchange, and Encapsulating Security Payload.

5.2.3.1 Internet Protocol Security

Internet protocol security (IPsec) [33] specifies the base security archi-
tecture for IPsec. [Psec is usually implemented in the kernel of the operating
system and is accessible by both Web and non-Web applications (e.g., file
sharing and backup).

IPsec is a set of network layer cryptographic protocols to ensure that comput-
ing nodes are communicating with a trusted entity and the protected traffic
(e.g., password) will not be monitored or modified. It contains two portions:

e Securing packet flows: The Encapsulating security payload (ESP;
section 5.3.3.3) provides authentication, confidentiality, and message
integrity. The authentication header (AH) provides authentication and
message integrity.

o Key exchange: The Internet key exchange (IKE; section 5.2.3.2)
protocol.

[Psec support two security modes: the tunnel mode provides portal-to-
portal security from a node to several machines, and the transport mode al-
lows end-to-end security. Either mode can be used to construct a VPN,
shown in Figure 5.9, where two security gateways connect two private net-
works in the tunnel mode, or the other two hosts are connected in the trans-
port mode.
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Figure 5.9. A virtual private network via tunnel mode.

5.2.3.2 Internet Key Exchange

Internet key exchange (IKE) [34] is defined for two communicating
nodes to establish a security association (SA) that enables the applications to
authenticate users, negotiate the encryption method, and exchange the secret
key. IKE is derived from the ISAKMP framework for key exchange and
uses the Oakley and SKEME key exchange techniques.

IKE uses public key cryptography to provide secure transmission of se-

cret keys to the recipient so the encrypted data can be decrypted at the other
end. The purpose of this feature is to mutually authenticate the communicat-
ing parties.
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Figure 5.10. IKE in IPSec applications.
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Figure 5.10 depicts the relationship of two communicating nodes using
IKE. As shown, the embedded IKE generates keys and distributes them se-
curely. IKE stores the keys in a security association database (SADB). IPSec
fetches the necessary keys from the SADB in the form of a security association
(SA) when it needs to apply security to an IP packet. An SA contains the en-
cryption keys, a specification of the IPSec protocols, and the lifetime of this
SA.

The IKE daemons negotiate and setup SAs. The security policy database
(SPD) is consulted on the initiating side to determine what SAs to establish.
On the receiving side the SPD is consulted before accepting a proposed SA.
The accepted SAs are then inserted into the SADB on each side respectively.
Thereafter, the applications can communicate with the target systems using
IPsec security.

5.2.3.3 Encapsulating Security Payload

Encapsulating security payload (ESP) [35] extension header provides
origin authenticity, integrity, and confidentiality of an IP packet. The au-
thentication header (AH) protects only intermediate devices changing the
datagram. ESP encrypts the contents of a datagram to ensure only the in-
tended recipient can see the data. It contains three components: ESP header
in front of a protected datagram, ESP trailer follows the protected data, and
optional ESP authentication data field provides authentication services simi-
lar to those provided by the AH. ESP may be applied alone, in combination
with the IP AH, or in a nested fashion, for instance, through the use of tunnel
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Figure 5.11. Encapsulating security payload.



228 Network-Centric Service-Oriented Enterprise

mode. Unlike the AH header, the IP packet header in the ESP application is
not accounted for. Figure 5.11 shows the ESP in an IP header.

524 Quality of Service

Differentiated services enhancements to the IP are intended to enable
scalable service discrimination without the need for per-flow state and sig-
naling at every hop. The purposes of QoS are to provide the managed net-
work with predictable response times (e.g., quantitative performance
requirements), setting of traffic priorities (e.g., “class” differentiation), dedi-
cation of bandwidth on a per application basis, avoidance and congestion
management, management of loss during traffic burst, and management of
delay and jitter [36].

QoS can be thought of as operating on one or more of three levels: 1)
best effort; 2) differentiated service to deal with differing levels of QoS on a
packet by packet basis; and 3) integrated quality service for applications.

5.2.4.1 Differentiated Services

Differentiated services (DiffServ) [37] defines the IP traffic management
by classifying packets at the sender and policing (see section 7.3.3.4) at the
receiver. The contractual agreements between the sender and the receiver are
called SLAs; they specify what classes of traffic will be provided, what
guarantees are needed for each class, and how much data will be sent for
each class. Multiple flows can hence be managed in a multitude of ways de-
pending upon the requirements of each flow.

In IPv4, the ToS field (section 5.2.1.2) in the IP header is set by the
packet sender for class specification and is called DiffServ code point
(DSCP). In IPv6, the same field is called the traffic class octet. As depicted
in Figure 5.12, packets are first clas